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A B S T R A C T

The current static management policy for spectrum allocation has shown to be inefficient when
dealing with the increasing demand for wireless communication systems. More recently, op-
portunistic spectrum access has emerged as a promising alternative that allows non-licensed
users to utilize the spectrum if no primary users are detected. Spectrum sensing based on cy-
clostationary feature detection can be employed to reliably identify the presence of primary users
even at low SNR levels. However, the detection of modulated signals at lower SNR levels de-
mands a higher number of analyzed samples. In this paper, we propose an architecture for
spectrum sensing that enables the reduction of the computational time needed to obtain cy-
clostationary features of a signal when using multi-core processors. Simulation results show that
the proposed architecture can achieve over 92.8% parallel efficiency, which leads to a reduction
of spectrum sensing time by a factor of 29.7.

1. Introduction

The increasing demand for higher data rates and the emergence of wireless technologies combined with the fixed spectrum
assignment policy are leading to the apparent spectrum scarcity at frequency bands that could be more economically used for wireless
communications. In fact, some empirical studies [1] have shown the underutilization of some frequency bands in the temporal and
spatial dimensions. To increase the spectral efficiency, the promising technology of cognitive radio enables the opportunistic spec-
trum access by secondary users. That is, unlicensed (secondary) users are allowed to utilize the spectrum when the licensed (primary)
user is absent. As a result of its potential, cognitive radio has been proposed as a critical technology in several areas, such as
aeronautical communications [2], vehicular networks [3], drone networks [4], Internet of Things [5], and 5G networks [6].

Usually, opportunistic spectrum access employs the listen-before-talk strategy, i.e., secondary users are required to perform spec-
trum sensing to detect the presence of the primary user before each transmission. For this reason, spectrum sensing is the most critical
aspect of cognitive radios [7]. Additionally, there is a trade-off involved: the reliability of the detection demands a longer sensing time,
which in turn reduces the transmission time. Therefore, one of the most significant challenges of spectrum sensing techniques is to
minimize interference to the primary users and to detect transmission opportunities with both high accuracy and fast detection time [8].

The most common spectrum sensing techniques are the matched filter, energy detection, and cyclostationary feature detection
[9]. A matched filter is based on the correlation performed between the unknown signal and a filter whose impulse response is a
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mirror image and a time-shifted version of a reference signal. This technique maximizes the signal-to-noise ratio (SNR) for a signal
buried in additive noise, but it is only useful when the secondary users have prior knowledge of the primary user’s signal, a constraint
usually impractical in cognitive radio networks. On the other hand, energy detection does not need previous knowledge of the
primary user’s signal, has low complexity, and is easy to implement, which makes it widely used. However, its detection threshold is
derived from the noise variance, a value that is hardly known at a particular time and without this information the performance may
be dramatically reduced [5]. This method also suffers from SNR wall phenomenon, i.e., below some SNR level, even if the sensing
time is increased indefinitely, it is impossible to reliably detect a signal [10].

Cyclostationary feature detection is one of the most reliable methods of spectrum sensing at low SNR levels and, unlike energy
detection, is not affected by noise uncertainty or SNR wall [10]. It exploits the fact that communication signals exhibit statistical
moments that vary periodically with time, e.g., mean and autocorrelation functions. These periodical patterns (also known as fea-
tures) cannot be found in stationary noise, since they are due to operations typical of communication signals, such as modulation,
sampling, multiplexing, and coding [11]. Also, cyclostationary feature detection can be employed to obtain additional information
about the analyzed signal that would be impracticable with energy detection, e.g., it can discriminate different types of primary user
or secondary user signals and also identify individual air interfaces [12].

Recent works demonstrate the application of cyclostationarity in several contexts of spectrum sensing, such as detection of digital
video broadcasting-terrestrial (DVB-T) signals [13]; long term evolution (LTE) and long term evolution - advanced (LTE-Advanced)
networks [14]; multiple input multiple output - orthogonal frequency division multiplexed (MIMO-OFDM) based cognitive radio
system [15]; satellite communications [16]; and single-carrier frequency-division multiple access (SC-FDMA) systems [17]. Ad-
ditionally, cyclostationary functions were implemented in hardware, such as an application-specific integrated circuit (ASIC) [18]
and field programmable gate array (FPGA) [13]. Although very robust, cyclostationary feature detection has a computational cost
higher than energy detection. Nowadays, this problem can be tackled by the massive processing power offered by multi-core pro-
cessors.

Historically, increasing the clock frequency has been a straightforward method to increase the performance of single-core pro-
cessors. However, the approach of developing a single core with higher clock speeds also increase the power dissipated and, con-
sequently, the complexity of the cooling systems design. From 2010, this approach reached the highest possible clock frequency
feasible with the contemporary silicon electronics [19]. As a result of these limitations, multi-core architectures have been established
as a dominant trend in computing systems. These architectures consist of multiple processing cores that run at a lower frequency
clock and are integrated into the same chip. Consequently, multi-core processors have shown to be a viable strategy to overcome
computational time requirements of applications with a significant concurrency degree and also to reduce the power consumption
[20,21]. In fact, multi-core processors may be the best solution, e.g., to process high data rate and delay-bound services in the
millimeter-wave (mmWave) frequency bands for 5G cellular communications [22].

In cognitive radio networks, secondary users should be agile and have robust recognition of the presence or absence of the
primary user with acceptable delay and detection error rate. That is, secondary users are required to avoid interference on the
primary user and thus have to detect the presence of the primary user as quickly as possible. On the other hand, fast detection of
opportunities of transmission (the absence of the primary user) is a crucial factor to improve the overall throughput of cognitive radio
networks. To summarize, enhance the current sensing approaches to provide near-optimum accuracy and reasonable sensing time is
an open challenge for cognitive radio networks [23].

In this work, we present an architecture for spectrum sensing using a parallel algorithm for cyclostationary feature detection. The
proposed algorithm enables the reduction of processing time when extracting cyclostationary features using multi-core processors.
We evaluate the performance of the proposed architecture using the parallel speedup and the parallel efficiency. A speedup of

=S 29.7p was obtained when using =L 4000 blocks with size =N 512 for =p 32 processing cores, which represents a parallel
efficiency of =E 92.8%p .

Also, the performance of cyclostationary feature detection was determined regarding the probability of detection (PD) of a pri-
mary user, varying the SNR levels and considering a constant probability of false alarm of =P 10%F . The values of PD and PF obtained
according to the SNR and number of samples were plotted in the Receiver Operating Characteristics (ROC) curves. The detection rate
of Binary Phase Shift Keying (BPSK) and Quaternary Phase Shift Keying (QPSK) modulated signals reached a PD≥ 90% starting from

= −SNR 24 dB and = −SNR 21 dB, i.e., at an SNR level far below the theoretical limit of energy detection (SNR wall is − 3.3 dB).
The rest of this paper is organized as follows. Section 2 presents the primary functions applied to cyclostationary feature ex-

traction. Section 3 describes our parallel algorithm to extract cyclostationary features. Section 4 proposes an efficient architecture to
perform spectrum sensing. The results are presented in Section 5. Finally, Section 6 concludes this paper.

2. Cyclostationarity theory

During the processing of a communication signal, operations such as sampling, filtering, and coding, give rise to a signal that can
be modeled as second-order cyclostationary process. That is, the resultant modulated signal exhibits periodicity in its mean and
autocorrelation function [11].

While stationary signals are usually analyzed by the autocorrelation function and the power spectral density, the cyclostationary
signals are analyzed by the generalization of these functions, called Cyclic Autocorrelation Function (CAF) and Spectral-Correlation
Density Function (SCD).

A random process, x(t), is said to be second-order cyclostationary if its mean, E{x(t)}, and autocorrelation,
≜ +R t τ E x t τ x t( , ) { ( ) ( )},x functions are periodic in t for every τ, with period T0 [11], that is
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