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a b s t r a c t 

Software-defined networking paradigm faces many challenges, including reliability, re- 

siliency, scalability, and availability. These challenges can be tackled by carefully selecting 

placements within the network. However, the evaluation of all placements is only practical 

for small networks. In this paper, a fast and efficient adaptation of evolutionary algorithms 

is presented to solve large-scale multi-objective controller placement problems. The pre- 

sented algorithm requires reasonable memory resource and enjoys a greedy heuristic to 

generate a high-quality initial population, smart mechanisms to encourage the diversifica- 

tion and intensification, and a new fast Pareto finder. Moreover, a new variant of the prob- 

lem is developed in which the capacities of controllers and loads of switches are added 

as constraints. A new constraint handling technique is applied to adapt our algorithm to 

solve the new problem. Finally, the results on several topologies from Internet Topology 

Zoo revealed that our presented algorithms outperformed some other efficient algorithms 

from the literature. 

© 2017 Elsevier Ltd. All rights reserved. 

1. Introduction 

The main feature of Software-Defined Network (SDN) architectures is the separation of network controllers and switches. 

The centralized controller is in charge of managing switches in networks. This is done by generating some rules that dic- 

tate their packet forwarding behavior. Indeed, in these networks, controllers are responsible for creating forwarding rules. 

Although the controller is logically centralized in the network domain, it should be physically distributed to consider some 

aspects like performance, scalability, resilience, and fault tolerance restrictions [1] . To address issues such as scalability and 

resilience, concepts like HyperFlow permit the division of SDN architecture into multiple domains such that each one is 

managed by an individual controller. To address issues such as scalability and resilience, concepts like HyperFlow divide 

SDN architecture into multiple domains then each domain is managed by an individual controller. A logically centralized 

controller which operates the control plane is the pivot of a traditional SDN implementation. However, in the deployment 

of a Wide Area Network (WAN), this rudimentary centralized method suffers from several limits which are relevant to per- 

formance and scalability. In order to cope with the mentioned issues, one way is to implement multiple controllers which 

cooperate to manage a network. 

A very fundamental task in SDN architectures is locating a limited number of controllers within a network so that several 

requirements are fulfilled [2] . This problem is called the controller placement and is known to be NP-hard [3] . 
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The earlier studies only dealt with the propagation latency between controllers and switches [1,3] . However, they disre- 

garded either the inter-controller latency, i.e. the latency between each pair of controllers, or the capacities of controllers. 

Both of these factors are crucial in the context of real networks. 

The propagation latency between switches and their associated controllers is a key factor for the performance of SDNs. 

Another type of latency called the latency between controllers should also be considered to maintain a synchronized state. 

When multiple controllers are deployed, the latency between individual controllers plays an important role. This importance 

is due to the fact that to achieve the global consistency in a network, the interactions among controllers are crucial. If 

there is more than a single controller in a network, the synchronization is necessary to maintain a consistent global state. 

Depending on the frequency of inter-controller synchronization, the latency between individual controllers is vital, hence 

should be taken into account during the controller placement [4] . In addition, the load of controllers is a critical factor in 

real networks. When the number of nodes which are controlled by a controller increases, the load on the controller also 

rises. Moreover, when node-to-controller requests increase, because of processing on the controller system, the probability 

of extra delays also increases. Therefore, it is inevitable that the node-to-controller assignment is well-balanced in scenarios 

where nodes communicate with their controllers. 

The objectives that could be taken into account include the latency between each switch and its assigned controller, 

inter-controller latency, load balancing, and failure in nodes, links, and controllers. Therefore, controller placement problem 

can be formulated as a multi-objective combinatorial optimization problem. Since the objectives are supposed to be pairwise 

conflicting, applying multi-objective methods allows for a more obvious display of the trade-offs between these objectives 

[5,6] . 

In the controller placement problem, the goal is to find the location of a given number of controllers within a network. 

However, in the presence of some constraints which must be satisfied, finding a feasible solution for the controller place- 

ment problem is very important. By simply choosing a random placement of an arbitrary number of controllers, an accept- 

able performance may not be achieved [3] . Therefore, to design an efficient and reliable SDN, appropriate answers should 

be found for the following questions: How many controllers are required? Where should they be located? Which nodes 

should be managed by which controller? Rather than applying estimations in this regard, Heller et al. [3] discussed that an 

exhaustive evaluation of the whole solution space, i.e. evaluating all probable placements of the controllers, is possible for 

real networks. Hence, finding optimal placements with respect to the corresponding metrics is guaranteed. 

Therefore, obtaining a controller placement which represents a good trade-off between corresponding objectives is crit- 

ical for an effective operation. Moreover, to tackle large networks and dynamically changing environments, i.e. network 

conditions, such as traffic patterns or bandwidth demands [7] , an efficient approach is required. In other words, it should 

be computationally fast enough to solve the aforementioned placement problem. 

When it comes to large-scale WANs, administrators encounter various challenges such as dynamically changing network 

conditions. These changes influence the overall performance of a network and should be handled immediately. The influence 

of these changes emerges on a regular and predictable basis as it occurs in the case of day and night cycles and at shorter 

time scales, e.g. hourly. To adjust to these changes and ensure a smooth operation, the placements which consider the 

current network state are required to be calculated. The switching rate to another placement depends highly on the rate 

of these calculations. As illustrated in [8] , an exhaustive evaluation of placements can be performed within a few seconds 

using the Pareto-Optimal Controller Placement ( POCO ) framework for medium and small-sized instances. Nevertheless, this 

evaluation is not sufficient to handle the aforementioned dynamic changes in large-scale networks since it needs plenty of 

running time. 

Lange et al. [2] investigated heuristic approaches to efficiently solve the multi-objective controller placement problem. 

Although it does not guarantee to obtain optimal solutions, such approaches are capable to achieve the results considerably 

faster than their exhaustive rival. 

Regarding features such as scalability, resilience, control plane communication delays, and the constraints that are time- 

independent, some other aspects should be considered. For dynamically changing network conditions such as traffic patterns 

or bandwidth demands, a regular and quick recalculation of placements is quite essential to adjust to the current state in 

a timely manner. This is carried out mainly to deal with such dynamic environments. Despite the fact that performing an 

exhaustive evaluation of all possible placements may take a reasonable time for small and medium networks, it is imprac- 

tical for large instances which require drastically more time and memory budget. Hence, alternative approaches need to be 

investigated for large instances. 

This work presents a heuristic algorithm called Multi-Start Hybrid Non-dominated Sorting Genetic Algorithm (or 

MHNSGA ) to solve the multi-objective controller placement problem effectively. In the context of multi-objective optimiza- 

tion, in most cases, a single solution that optimizes all the considered objectives may not exist. Hence, achieving the set 

of optimal solutions- which is called Pareto front in the objective space and Pareto set in the decision space- constitutes 

the main target of Pareto-based multi-objective optimization methods. However, this set may not be obtained completely 

by using heuristic methods on a problem instance. This is mainly because these methods explore a small part of the whole 

search space and have stochastic behavior. Therefore, a set of non-dominated solutions has been investigated as an approx- 

imation of the exact Pareto front [2] . The results of several evaluations showed that our proposed algorithm is capable to 

explore a large portion of the search space and obtain an estimation of the Pareto optimal front with a high degree of accu- 

racy. In other words, it is efficient to generate an approximation set close to the Pareto front and well-distributed over it. In 
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