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a b s t r a c t

In recent years, the growth of social network has increased the interest of people in analyzing reviews
and opinions for products before they buy them. Consequently, this has given rise to the domain adap-
tation as a prominent area of research in sentiment analysis. A classifier trained from one domain often
gives poor results on data from another domain. Expression of sentiment is different in every domain. The
labeling cost of each domain separately is very high as well as time consuming. Therefore, this study has
proposed an approach that extracts and classifies opinion words from one domain called source domain
and predicts opinion words of another domain called target domain using a semi-supervised approach,
which combines modified maximum entropy and bipartite graph clustering. A comparison of opinion
classification on reviews on four different product domains is presented. The results demonstrate that
the proposed method performs relatively well in comparison to the other methods. Comparison of
SentiWordNet of domain-specific and domain-independent words reveals that on an average 72.6%
and 88.4% words, respectively, are correctly classified.
� 2017 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Opinionated text has created a new area of research in text
analysis. Traditionally, fact and information-centric view of text
was expanded to enable sentiment-aware applications. Nowadays,
increased use of the Internet and online activities like ticket book-
ing, online transactions, e-commerce, social media communica-
tions, blogging, etc. has led to the need for the extraction,
transformation and analysis of huge amount of information. There-
fore, new approaches need to applied to analyze and summarize
the information [14].

Organizations take the review of product given by users seri-
ously, as it adversely affects the sales of the product. Consequently,
organizations take the effort to respond to the reviews, as well as
monitor the effectiveness of its advertising campaigns. In this
regard, sentiment analysis, a popular method, is used to extract
and analyze sentiments [5,4].

Opinion mining is constantly growing due to the availability of
views, opinions and experiences about a product/service online, as
people are shedding their inhibition to express their opinions
online. However, automatic detection and analysis of opinions
about products, brands, political issues, etc. is a daunting task.
Opinion mining involves three chief elements: feature and
feature-of relations, opinion expressions and the related opinion
attributes (e.g., polarity), and feature-opinion relations. An opinion
lexicon is a list of opinion expressions or a set of adjectives, which
are used to indicate opinion/sentiment polarity like positive, nega-
tive and neutral. This lexicon arises from synonyms in the Word-
Net, while antonyms are used to expand lexicon in the form of
graphs. Such a dictionary-based approach has been used to par-
tially disambiguate the results of parts of speech tagger. Further,
fuzzy logic is used to determine opinion boundaries and to adopt
syntactic parsing to learn and infer propagation rules between
opinions and features [24,13].

Medhat et al. [18] conducted a survey on sentiment algorithms
and its applications and found that sentiment classification and
feature selection are more prominent areas in recent research.
They also reported that Support vector machine and Naïve Bayes
algorithms are the generally used algorithms to classify senti-
ments, and English is the language used in many resources like
WordNet. Opinions and reviews given on social networking sites
are used to generate datasets for the experiments.

The WordNet is a generalized lexicon and cannot be used for
sentiment analysis; therefore, a need arose for the development
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of sentiment lexicon. SentiWordNet evolved out of WordNet was
created as a lexical resource for opinion mining. It assigns to each
synset of WordNet three sentiment scores: positive, negative and
neutral [19,11].

Manufacturers, as well as consumers, require opinion mining
tools to collect opinions about a certain product. The opinion anal-
ysis tools can be used by manufacturers to decide a marketing
strategy for estimating production rate. On the other hand, con-
sumers can use these tools to make decision on buying a new pro-
duct or take a trip to vacation locations, or select hotel, etc.

Labeled opinions are used to analyze the classifier. Practically,
labeled opinions for every domain is not possible, as it delimited
by time and cost, while domain adaptation or transfer learning
could be used to circumvent this limitation. In this paper, we pro-
pose the approach of domain adaptable lexicon which predicts the
polarity of lexicon of one domain using a set of labeled lexicon of
another domain using a modified entropy algorithm. This algo-
rithm uses enhanced entropy with modified increment quantity
instead of traditional entropy algorithm. Dataset of different types
of products containing textual reviews has been used for evalua-
tion. Multiple experiments were carried out to analyze the algo-
rithm using accuracy and F-measure. We designed the approach
in two phases: (i) preprocessing of dataset and (ii) applying classi-
fier and clustering on dataset.

The rest of the paper is structured as follows. In Section 2, we
describe the related work on domain adaptation approaches. In
Section 3, we introduce our new improved entropy based semi-
supervised approach. In Section 4, we evaluate our approach using
cross-domain sentiment classification tasks, and compare it with
other baseline methods. Finally, in Section 5 we draw conclusions
on the proposed approach and set directions for future work.

2. Related work

The text documents containing opinions or sentiments were
classified based on their polarity, i.e. whether a document is writ-
ten with a positive approach or a negative approach. Although
machine learning approach uses a word’s polarity as a feature,
the polarity of some words cannot be determined without domain
knowledge. Hence, the reusability of learned result of a domain is
essential. Transfer learning, also known as domain adaptation, can
be used to address this challenge. Transfer learning utilizes the
results learned in a source domain to solve a similar problem in
another target domain [22]. Approaches used to classify single
and cross-domain polarity opinions are usually a bag of words,
n-grams or lexical resource-based classifiers.

The main aim of domain adaptation is to transfer knowledge
across domains or tasks. Tagging the opinion word and building
a classifier is time consuming and expensive, as opinions are
domain dependent. Normally, users express their opinions specific
to a particular domain. An opinion classifier trained in one domain
may not work well when directly applied to another domain due to
mismatch between domain-specific words. Thus, domain adapta-
tion algorithms are extremely desirable to reduce domain depen-
dency and labeling costs. Sentiment classification problem are
considered as a feature expansion problem, in which related fea-
tures are appended to reduce mismatch of features between the
two domains. To overcome this problem, sentiment-sensitive the-
saurus, which contains different words and their orientation in dif-
ferent domains, has been created. Bollegala et al. [7] used labeled,
as well as unlabeled data, for evaluation. The results suggested that
method performs significantly well compared to baseline.

To overcome domain adaptation issue, various adaptation
methods have been proposed in the past, e.g., ensemble of classi-
fiers. Combination of various feature sets and classification tech-

niques yielded in the ensemble framework was proposed by Xia
et al. [26]. They used two types of feature sets, namely, Parts-of-
speech information and Word-relations and Naïve Bayes, Maxi-
mum Entropy and Support Vector Machines classifiers. For better
accuracy, ensemble approaches like fixed combination, weighted
combination and Meta-classifier combination, were applied. Li
et al. [29] proposed active learning in which source and target clas-
sifiers were trained separately. Using Query By Committee (QBC)
selection strategy, informative samples were selected, and classifi-
cation decision were made by combining classifiers. Label propaga-
tion was used to train both classifiers. The result demonstrated
that significantly outperformed the baseline methods.

Most often, opinions are given in the natural language. One
major issue with natural language is the ambiguity of words. Fer-
sini et al. [10] applied Bayesian ensemble model in which uncer-
tainty and reliability was taken care. Greedy approach was used
for classifier selection, while gold standard datasets were used
for experimental analysis. However, classification performance is
frequently affected by the polarity shift problem. Polarity shifters
are words and phrases that can change sentiment orientation of
texts. Xia et al. [28] addressed this issue using three-stage models
which include detection of polarity shift, removal of polarity shifts
and sentiment classification. Onan et al. [2] proposed the weight
based ensemble classifier, in which weighted voting scheme was
used to assign weight to classifier. As a base learner Bayesian logis-
tic regression, Naïve Bayes, linear discriminant analysis, logistic
regression and Support vector machine are used. A different type
of experimental analysis shows better result than conventional
ensemble learning. Da Silva et al. [8] used classifier ensembles
formed by different classifier which is applicable to find products
on the web. Augustyniak et al. [16] demonstrated Twitter dataset
to have good accuracy only for positive and negative queries. They
found that Bag of Words with ensemble classifier performs better
than supervised approach.

Identification of feature and weighting is an important step in
opinion mining. Khan et al. [12] proposed a new approach that
identified features and assigned term label using SentiWordNet.
In this method, point wise mutual information and chi square
approaches were used to select features to SentiWordNet that
were weighted. Support vector machine was used as classifier.
Experimental evaluation on benchmark dataset shows effective-
ness of approach.

Social networking sites contains text data in long format as well
as short messages with symbols, emoticons etc. Opinion detection
in long reviews is easy than short reviews, as short reviews contain
fewer features, and more symbols, idioms etc. hence difficult to
extract opinion. Lochter et al. [15] proposed ensemble approach
to tackle this issue. This approach used text normalization methods
to improve the quality of features. The features thus filtered and
enhanced served as the input for machine learning algorithms. Pro-
posed framework was evaluated using real and non-coded datasets
and concluded that this approach was superior to other methods
with a 99.9% confidence level. However, this approach was sug-
gested to be expensive for offline processes due to higher cost of
computing power. Hence, parallelization of this process has been
stated as future work by the authors.

Sparseness is another issue in short text data. Word co-
occurrence and context information approaches are generally used
for solving sparseness issue. These approaches are less efficient. To
address this problem, Chutao et al. [32] considered probability dis-
tribution of terms as the weight of terms.

Similar to ensemble classifiers, graph-based methodology are
also used for domain adaptation. Dhillon et al. [25] proposed the
graph-based domain adaptation method. Similarity graphs were
constructed between features from all domains, if these features
were similar then it demonstrated the presence of edge between
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