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a b s t r a c t

An empirical method of sample size determination for building prediction models was proposed recently.
Permutation method which is used in this procedure is a commonly used method to address the problem
of overfitting during cross-validation while evaluating the performance of prediction models constructed
from microarray data. But major drawback of such methods which include bootstrapping and full permu-
tations is prohibitively high cost of computation required for calculating the sample size.

In this paper, we propose that a single representative null distribution can be used instead of a full per-
mutation by using both simulated and real data sets. During simulation, we have used a dataset with zero
effect size and confirmed that the empirical type I error approaches to 0.05. Hence this method can be
confidently applied to reduce overfitting problem during cross-validation. We have observed that pilot
data set generated by random sampling from real data could be successfully used for sample size deter-
mination. We present our results using an experiment that was repeated for 300 times while producing
results comparable to that of full permutation method. Since we eliminate full permutation, sample size
estimation time is not a function of pilot data size. In our experiment we have observed that this process
takes around 30 min.

With the increasing number of clinical studies, developing efficient sample size determination methods
for building prediction models is critical. But empirical methods using bootstrap and permutation usually
involve high computing costs. In this study, we propose a method that can reduce required computing
time drastically by using representative null distribution of permutations. We use data from pilot exper-
iments to apply this method for designing clinical studies efficiently for high throughput data.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

One of the main reasons to utilize high dimensional data from
microarrays in clinical research is to develop statistical models that
predict clinical outcomes such as, time to recurrence, progression
of disease and survival of patients. Finding high quality samples

is costly and difficult but it constitutes a key task in performing
clinical studies. The task of finding minimum number of samples
for scientific study is very important to minimize the wastage of
valuable resources and retain clinical utility of the experiment.
Determination of sample size based on sound technical basis is a
significant part of guidelines set by Institutional Review Board
(IRB).

Several important methodologies were proposed to determine
sample size for microarray experiments. Liu and Hwang report a
formula suitable for comparison studies with multiple
independent samples [1]. Methods which introduce the concept
of controlling False Discovery Rate (FDR) in microarray analysis
were further developed to estimate power and sample size [2–5].
These methods are aimed at discovering statistically valid
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biomarkers. However, because of the inherent complexities in the
genetic make-up of diseases such as cancer, diabetes and other
immune diseases these methods suffer from less-than-desirable
accuracy for medical practice. This implies that one has to consider
the necessity of multiple parameters in the prediction models, as
well as the variations from experimental platform. Recent FDA
clearance of Affymetrix™ system as a diagnostic platform presents
an example of rapid upgrade in reliability of such platforms for use
in clinical settings [6]. Statistical prediction models such as one
used in OncotypeDX™ which employs multiple biomarkers vali-
date the value of such predictive models. These models have
formed a trend in many clinical trials in combination with co-diag-
nosis approach [7,8].

Recently, Pang and Jung provided an idea to rigorously deter-
mine the sample size required to construct such a predictive model
[9]. It estimates empirical power of a suggested sample size using
simulated data from bootstrapping based on a predictive model
developed using pilot project data. A proof was given by Jung
and Young [10] that demonstrates the structure of covariance from
pilot data and bootstrapped data from the pilot data are approxi-
mately identical. They also suggest a method to estimate empirical
power when the response variable is of survival type. Since this
method constructs individual prediction models from numerous
simulated data sets and performs cross-validation and permuta-
tion each time, it reduces the problem of over-fitting while adding
expensive computation time for repeated calculations.

The concept of prediction–validation method is the first of its
kind to determine the sample size of multi-dimensional data [9].
However, it remains a concern that it requires lot of time to deter-
mine proper sample size of a data set with many variables. This
approach would be more practical if the computation complexity
could be reduced. We were inspired by an observation that a set
of simulated data sets from pilot data seem to generate similar
non-centrality parameters when each set was estimated by maxi-
mum likelihood method. Thus, it seemed reasonable to assume
that a carefully selected single null distribution could be re-used
in other sets for adjusting p-values. Our current study provides a
method to determine sample size for the case of binary response
variables using this idea. We demonstrate empirical evidence by
extensive simulation which supports the fact that sample size
can be conveniently approximated.

2. Methods

It is known that statistical power can be estimated from a num-
ber of simulated data by bootstrapping based on a prediction model
from pilot data. A prediction model is constructed for each simu-
lated data. Validation of the models can estimate the empirical
power from the ratio of valid models over the total set of simulated
data [9]. We carry out a v2-test for each model from a simulated
data and regard the model to be valid when the p-value is less than
the significance level of 0.05. This procedure heavily depends on
repeated CV with permutation on simulated data. Consequently,
it results in immense computational cycles which prohibit practical
applications of this method.

We have created a representative permutation null distribution
from one randomly chosen simulated data among those of showing
the highest marginal frequency within the group of whole simu-
lated data. Details of each step to determine this null distribution
is explained in the following section.

2.1. Bootstrapping data generation

In order to estimate empirical power, many simulated data sets
are required. A small-sized pilot data is defined as
M ¼ fwi; ðxi1; . . . ; xigÞ; i ¼ 1; . . . ;mg, where wi is a response variable

for ith subject and xig is gth gene expression level for ith subject.
That is, there are m individuals and the number of features is g.
The sample mean and the standard deviation are denoted by �xj; sj

respectively for feature (or genes in our example) jð¼ 1; . . . ; gÞ.
Let fM ¼ fyi; ðzi1; . . . ; zigÞ; i ¼ 1; . . . ;Ng be a bootstrapped simulated
data, where yi is a response variable in the bootstrap sample,
zij ¼ ðxi0 j � �xjÞei=sj for random variables of e1; . . . ; eN � i:i:d:Nð0;1Þ,
and i0 is a randomly chosen number from ð1; . . . ;mÞ. Note that
bootstrapped sample size N can differ from pilot sample size m
(N > m). We repeat this process to generate many simulated data
sets to use when estimating empirical power. It is known that
CovðfMjMÞ ! CovðMÞ; as n!1 [10].

In order to construct a multiple regression prediction model,
candidate markers are selected among thousands of genes. It is
done by univariate logistic regression applied to the pilot data,
and it selects t candidate markers. The ID of selected genes are rep-
resented as ð~1; . . . ;~tÞ, and their expression values, Zi ¼ ðZi~1; . . . ; Zi~tÞ
for the individual i respectively.

Risk score of an individual ið¼ 1; . . . ;NÞ can be represented as
p̂i ¼ Pðyi ¼ 1 j zÞ ¼ 1=ð1þ expf�bT ZigÞ, the probability estimated
from multiple logistic regressions. Therefore, Bernoulli trial of
probability p̂i allows evaluation of binary response variable,
yiði ¼ 1; . . . ;NÞ which corresponds to the simulated data generated
from bootstrapping. By repeating the procedure one can generate a
data set of bootstrap microarray data, fMb ¼ fyi; ðzi1; . . . ; zigÞg,
where i ¼ ð1; . . . ;NÞ; b ¼ ð1; . . . ;BÞ, each of which are of sample
size N.

2.2. Methods of prediction and evaluation

Since the statistical power is the conditional probability of
rejecting the null hypothesis when it is really false, we can esti-
mate by calculating the proportion of rejection, that is, the p-values
less than the level of significance. Thus we need to clarify what p-
value is in this situation. Here we defined p-value for the specific
model based on the comparison between predictive values and ori-
ginal values.

Prediction: We used multiple logistic regression and 3-fold CV
with permutation method to predict ŷi, the predicted response
variables of yi in fMb. The construction of prediction models for
each simulated data sets, fMb starts with selecting top t predictors
through univariate logistic regression in each data set as explained
in detail below. We tried to reduce the concern of overfitting of
cross-validation procedure by using permutation method. Thus
the vector of predicted values ŷ ¼ ðŷ1; . . . ; ŷNÞ is determined:

– Divide the dataset into K (nearly) equal-sized subsets and for
fixed kðk ¼ 1; . . . ;KÞ, remove kth subset.

– Perform a univariate logistic regression analysis on each of the
genes using the remaining ðK � 1Þ subsets and find top t
predictors.

– Build a multiple logistic regression model with top t predictors
and find the predicted values using the remaining kth subset.
Those predicted values ŷi, where i is the index of kth subset
composes the predicted vector ŷ.

Evaluation: The similarity of ŷi and yi can be calculated by
homogeneity test based on v2-statistic in bth bootstrapped data.
The null hypothesis is, H0 : Pðŷijyi ¼ 0Þ ¼ Pðŷijyi ¼ 1Þ, and
alternative hypothesis is H1 : Pðŷijyi ¼ 0Þ – Pðŷijyi ¼ 1Þ. Thus the
performance of prediction model can be evaluated by the p-value
of homogeneity test for 2 � 2 contingency table:

– Calculate the homogeneity chi-squared statistic (v2
b) of bth

bootstrapping data, fMb using two vectors ŷ ¼ ðŷ1; . . . ; ŷNÞ and
y ¼ ðy1; . . . ; yNÞ.
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