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a b s t r a c t

We introduce a region template abstraction and framework for the efficient storage,
management and processing of common data types in analysis of large datasets of high
resolution images on clusters of hybrid computing nodes. The region template abstraction
provides a generic container template for common data structures, such as points, arrays,
regions, and object sets, within a spatial and temporal bounding box. It allows for different
data management strategies and I/O implementations, while providing a homogeneous,
unified interface to applications for data storage and retrieval. A region template
application is represented as a hierarchical dataflow in which each computing stage may
be represented as another dataflow of finer-grain tasks. The execution of the application
is coordinated by a runtime system that implements optimizations for hybrid machines,
including performance-aware scheduling for maximizing the utilization of computing
devices and techniques to reduce the impact of data transfers between CPUs and GPUs.
An experimental evaluation on a state-of-the-art hybrid cluster using a microscopy imag-
ing application shows that the abstraction adds negligible overhead (about 3%) and
achieves good scalability and high data transfer rates. Optimizations in a high speed disk
based storage implementation of the abstraction to support asynchronous data transfers
and computation result in an application performance gain of about 1.13�. Finally, a pro-
cessing rate of 11,730 4K � 4K tiles per minute was achieved for the microscopy imaging
application on a cluster with 100 nodes (300 GPUs and 1200 CPU cores). This computation
rate enables studies with very large datasets.
� 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

Distributed-memory computing systems consisting of multi-core CPUs and general purpose Graphics Processing Units
(GPUs) provide large memory space and processing capacity for scientific computations. Leveraging these hybrid systems,
however, is challenging because of multiple memory hierarchies and the different computation characteristics of CPUs
and GPUs. Application developers have to deal with mapping and scheduling analysis operations onto multiple computing
nodes and, on a node, onto CPU cores and GPUs, while enforcing dependencies between operations. They also need to
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implement mechanisms to stage, distribute, and manage large volumes of data and large numbers of data elements across
memory/storage hierarchies.

We have developed an analytics framework for on-demand, high throughput processing of very large microscopy image
datasets on hybrid computation systems [63,61]. The analytics framework consists of a library of high performance data
analysis methods, data structures and methods common in microscopy image analyses, and a middleware system. We
reported in an earlier work on methods implemented in the middleware system for scheduling data analysis operations
and analysis pipelines on hybrid machines [63,61], In this paper, we investigate efficient data representations and runtime
support to minimize data management overheads of common data types consumed and produced in an analysis pipeline.

The primary motivation for this effort is the quantitative characterization of disease morphology at the sub-cellular scale
using large numbers of whole slide tissue images (WSIs). This is an important and computationally expensive application in
biomedical research. Investigations of tissue morphology using WSI data (also referred to here as microscopy image data)
have huge potential to lead to a much more sophisticated understanding of disease subtypes and feature distributions and
to enable novel methods for classification of disease state. Biomedical researchers are now able to capture a highly detailed
image of a whole slide tissue in a few minutes using state-of-the-art microscopy scanners. These devices are becoming more
widely available at lower price points, making it feasible for research groups and organizations to collect large numbers of
whole slide tissue images (WSIs) in human and animal studies The Cancer Genome Atlas1 project, for instance, has more than
40,000 WSIs and counting. We expect that in the next 3–5 years, research groups will be able to collect tens of thousands of dig-
ital microscopy images per study, and healthcare institutions will have repositories containing millions of images. Over the past
several years, a number of research groups, including our own, have developed and demonstrated a rich set of methods for
carrying out quantitative microscopy image analyses and their applications in research [26,51,37,20,45,25,15,16]. Scaling such
analyses to large numbers of images (and patients) creates high end computing and big data challenges. A typical analysis of
a single image of 105 � 105 pixel resolution involves extraction of millions of micro-anatomic structures and computation of
10–100 features per structure. This process may take several hours on a workstation.

Our earlier work has demonstrated that large numbers of images can be processed rapidly using distributed memory
hybrid systems by carefully scheduling analysis operations across and within nodes in the system and that scheduling
decisions can be pushed to the middleware layer, relieving the application developer of implementing complex, applica-
tion-specific scheduling mechanisms. The work presented in this paper introduces a data management abstraction layer,
referred to here as the region template framework, for management and staging of data during the execution of an analysis
application and shows that the overhead of such an abstraction is small. Our contributions can be summarized as follows:

� A novel region template abstraction to minimize data management overheads of common data types in large scale WSI
analysis. The region template provides a generic container template for common data structures, such as points, arrays,
regions, and object sets, within a spatial and temporal bounding box. A data region object is a storage materialization of
the data types and stores the data elements in the region contained by a region template instance. A region template
instance may have multiple data regions. The region template abstraction allows for different I/O, storage, and manage-
ment strategies and implementations, while providing a homogeneous, unified interface to the application developer.
� An efficient runtime middleware to support the definition, materialization, and management of region templates and data

regions and execution of analysis pipelines using region templates on distributed-memory hybrid machines. Application
operations interact with data regions and region templates to store and retrieve data elements, rather than explicitly han-
dling the management, staging, and distribution of the data elements. This responsibility is pushed to the runtime system.
Presently, the runtime system has implementations for memory storage on nodes with multi-core CPUs and GPUs, dis-
tributed memory storage, and high bandwidth disk I/O.
� An experimental evaluation of the region template framework on a distributed memory cluster system in which each

compute node has 2 6-core CPUs and 3 NVIDIA GPUs. The results demonstrate that this level of abstraction is highly scal-
able and adds negligible overhead (about 3%).

The rest of the paper is organized as follows. Section 2 provides an overview of the motivating scenario, and the use-case
application for integrative microscopy image analysis. The region template framework is described in Section 3. Implemen-
tation of global region templates data storage, which are used for inter-machine data exchange is discussed in Section 4. Sec-
tion 5 presents an experimental performance evaluation of the region template framework. The related work and
conclusions are presented in Sections 6 and 7.

2. Background

2.1. Motivation

While our work is primarily motivated by studies that make use of morphological information from tissue specimens,
these studies belong to a larger class of scientific applications that analyze and mine low-dimensional, spatio-temporal data

1 http://cancergenome.nih.gov.
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