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A B S T R A C T

This paper proposes a segmentation scheme based on the joint usage of color and depth data together with
a 3D surface estimation scheme. Firstly a set of multi-dimensional vectors is built from color, geometry and
surface orientation information. Normalized cuts spectral clustering is then applied in order to recursively
segment the scene in two parts thus obtaining an over-segmentation. This procedure is followed by a recur-
sive merging stage where close segments belonging to the same object are joined together. At each step of
both procedures a NURBS model is fitted on the computed segments and the accuracy of the fitting is used
as a measure of the plausibility that a segment represents a single surface or object. By comparing the accu-
racy to the one at the previous step, it is possible to determine if each splitting or merging operation leads
to a better scene representation and consequently whether to perform it or not. Experimental results show
how the proposed method provides an accurate and reliable segmentation.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Scene segmentation by way of images is a long-term research
topic that, despite a huge amount of research, remains very
challenging. There is a large number of works addressing image
segmentation [1], but even the best performing ones are not able to
provide a reliable solution in all conditions since it is very difficult
to properly understand the underlying scene structure from a single
image. The recent introduction of matricial Time-of-Flight range
cameras and of structured-light consumer depth cameras (e.g., the
two versions of Microsoft Kinect) has made geometry acquisition
available to the mass market. Depth data is a very valuable aid for
segmentation since it conveys information about the 3D structure of
the scene, making the recognition of the various structures in it much
easier. This allows to re-formulate the segmentation problem as the
search for effective ways of partitioning a set of samples featuring
color and geometry information. It resembles what happens inside
the human brain where the disparity between the images seen by
the two eyes is one of the clues used to separate the different objects
together with prior knowledge and other features extracted from the
color data acquired by the human visual system.

Following this rationale, this paper introduces a novel segmenta-
tion scheme capable to jointly exploit color and depth information.
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The segmentation is performed within a region splitting and merg-
ing framework. In the first stage, following the idea we introduced in
Ref. [2], the segments are recursively split in two parts using a joint
color and depth segmentation scheme based on spectral cluster-
ing [3]. In particular for the subdivision step, we employ a modified
version of the approach proposed in Ref. [4], exploiting orientation
information in addition to geometry and color data. After the sub-
division a Non-Uniform Rational B-Spline (NURBS) surface is fitted
on each of the two resulting segments and the fitting accuracies
before and after the splitting are compared. The motivation behind
this approach is that segments representing single objects or surfaces
are accurately fitted, while segments encompassing multiple sur-
faces will lead to a poor fitting accuracy. This procedure is followed
by a bottom up recursive merging strategy that combines segments
belonging to the same object [5]. The algorithm detects the neigh-
boring segments with consistent depth, orientation and color values
along the common edges, and attempts to merge them. Again, the
surface fitting accuracies before and after the merging are used to
evaluate which merge operations are properly joining two parts of
the same object. Summarizing, this work extends our two recent con-
ference works, i.e., the region splitting scheme of Ref. [2] and the
region merging scheme of Ref. [5], and combines them into a general
segmentation framework that gives better results than each of the
two separate methods. In particular, by combining the splitting and
merging stages it overcomes some limitations of the previous works,
e.g., the merging scheme was not able to recover from errors in the
initial over-segmentation.
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The paper is organized as follows. After presenting the related
works in Section 2, Section 3 describes the general workflow of
the segmentation algorithm. The joint color and depth segmenta-
tion scheme used for the various splitting operations is recalled in
Section 4, while Section 5 presents the employed surface fitting
algorithm. Then the two steps of the method, i.e, the recursive
splitting and merging algorithms, are described in Section 6 and in
Section 7 respectively. The results are presented in Section 8 while
Section 9 draws the conclusions.

2. Related works

As already pointed out, image segmentation is a long-term
research field and a huge number of techniques based on different
insights have been proposed. Approaches based on graph theory and
on clustering algorithms have been particularly successful [3,6,7].
Anyway, despite a huge amount of research none of the existing
methods is able to obtain completely satisfactory results, since seg-
mentation is an ill-posed problem and it is very difficult to properly
estimate the scene structure from color data alone.

Even if the usage of depth data for segmentation purposes is a
recent research field, several approaches addressing scene segmen-
tation by way of color and geometry information have been proposed
in the last few years. A simple solution is to perform two indepen-
dent segmentations from the color and the depth data, and then join
the two results as in Ref. [8].

Clustering techniques can easily be adapted to joint depth and
color segmentation and different approaches based on this idea have
been proposed. In Ref. [9], Mean Shift clustering [6] is applied to 6D
vectors containing both the color and spatial component for each
sample, while superparamagnetic clustering is used in Ref. [10]. A
joint color, spatial and directional clustering method coupled with a
planar region merging scheme is used in Ref. [11] and in the refined
version of the same approach proposed in Ref. [12]. The method of
Ref. [13] exploits instead a multi-layer clustering strategy.

A method based on graph cuts has been applied for joint color and
depth segmentation in Ref. [14]. The approach of Ref. [15] exploits
Normalized Cuts segmentation [3] together with saliency maps. In
Ref. [4], we proposed a segmentation scheme based on normalized
cuts that is capable to automatically balance the relevance of color
and depth.

Region splitting and region growing methods have also been
used. The work of Ref. [16] starts from an initial superpixel
segmentation and joins the segments exploiting a saliency metric.
Superpixels and region merging are used also in Ref. [17] that
uses a graph-based approach for the merging stage. Superpixels
are combined together also in Ref. [18] where regions correspond-
ing to planar surfaces are computed using an approach based on
Rao-Blackwellized Monte Carlo Markov Chain. The approach has
been extended for the segmentation of multiple depth maps in
Ref. [19]. A bottom-up approach is used also by Ref. [20], that builds
an adjacency graph of surface patches. We exploited surface fit-
ting in Ref. [2], where we fitted NURBS surfaces over the segments.
The fitting accuracy is then used to evaluate the consistency of the
segmented regions in order to further split segments not encompass-
ing a single surface in an iterative approach. The work in Ref. [5]
applies the NURBS fitting scheme within a region merging procedure,
starting from an initial over-segmentation and joining adjacent seg-
ments on the basis of the fitting accuracy. These two works constitute
the starting point for the approach of this paper.

Hierarchical segmentation based on the output of contour extrac-
tion has been used in Ref. [21], that also deals with object detection
from the segmented data. Another combined approach for segmen-
tation and object recognition has been presented in Ref. [22], where
an initial over-segmentation based on the watershed algorithm is

followed by a hierarchical scheme. Combined segmentation and
labeling is also addressed in Ref. [23] that exploits a MRF superpixel
segmentation associated with a tree-structured approach. Finally,
dynamic programming has been used in Ref. [24] to extract the
planar surfaces in indoor scenes.

Some approaches deal with the close but less general problem of
separating the foreground from the background [25–29]. In Ref. [29],
two likelihood functions, based on color and depth data, are com-
bined together for this task. The work of Ref. [25] uses two distinct
Gaussian Mixture Models for the foreground in the depth and color
spaces and combine them in a Bayesian Framework. Mixture of
Gaussians are used in Ref. [26] as well. Both this approach and
Ref. [27] consider also temporal constraints in depth and color
videos. Finally, some works try to jointly solve the segmentation and
stereo disparity estimation problems, e.g., Refs. [30–32].

3. General overview

The proposed segmentation procedure is divided into 3 main
steps as depicted in Fig. 1. The initial pre-processing step produces
the input data for the clustering algorithm, then a recursive splitting
scheme (top-down phase) divides the scene into smaller and smaller
segments and finally a region merging algorithm (bottom-up phase)
combines together close segments belonging to the same object.

In the first phase, the color image and the depth map are con-
verted to a unified representation. Color data, depth data and surface
orientation information are represented by a set of 9D vectors con-
taining the three sources of information.

The data is then recursively split into two segments using both
color and depth information. At each step, the segment being pro-
cessed is divided into two sub-segments using the approach based
on spectral clustering described in Section 4. Then, a NURBS surface
is fitted over each of the two sub-segments (Section 5). The fitting
accuracy is compared to the one obtained at the previous step for the
same segment. If the split operation has provided a better fitting then
the process is iterated by recursively dividing the two sub-segments,
otherwise it is stopped. The process is iterated until it is not pos-
sible to obtain any improvement by further subdividing any of the
produced segments, as described in detail in Section 6.

At this point, the algorithm starts to analyze adjacent clusters
corresponding to surfaces with a common contour and similar orien-
tation and color properties. For each couple of candidates, the fitting
accuracy on the union of the two segments is calculated and com-
pared against the fitting accuracy on the original segments. If it is
improved, the two segments are joined and replaced by the new
resulting segment. The procedure continues until there are no more
possible merging operations. This part is detailed in Section 7.

4. Joint color and depth segmentation

Following an approach similar to Refs. [4,5,33], before entering
the proposed iterative clustering algorithm, a nine-dimensional rep-
resentation of the scene samples is built from the geometry and
color data. Firstly, the depth and color cameras are jointly calibrated.
Various methods are possible for this task [34], we employed the
method of Ref. [35] for the Kinect sensor and the one of Ref. [36]
for ToF sensors. After calibration, it is possible to compute the
coordinates (x, y, z) of each depth sample in 3D space and to repro-
ject the depth samples on color data, thus associating to each sample
also a vector containing the (R, G, B) color components. The sur-
face orientation information, i.e, the surface normals (nx, ny, nz) at
each location, is also computed from the geometric data using the
approach of Ref. [37]. Notice that the normals information, not
considered in Refs. [4] and [2], is very useful to separate surfaces
with similar colors and close spatial positions but with different
orientations (e.g., the walls of a room).
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