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a b s t r a c t 

In this paper, we propose a novel viewpoint about dictionary learning (DL) and collaborative representa- 

tion for face recognition. Different from conventional learning methods, we consider both the native spa- 

tial domain and the Fourier frequency domain of datasets for dictionary learning. Based on the Fourier 

spectrum of images, the proposed method provides new insights into two crucial complementations in 

dictionary learning: data domain complementation and classification algorithm complementation . On the one 

hand, we perform the dictionary learning on the original dataset and the Fourier transformed dataset re- 

spectively, which makes data complementary in both spatial and frequency domains. On the other hand, 

we integrate dictionary learning and collaborative representation (CRC) for classification. Specifically, CRC 

is conducted on frequency-domain dataset to obtain residual scores, and the residual scores are fused 

with the ones obtained by the previous DL algorithms as the ultimate fusion score to classify the test 

samples. The proposed method with two aspects of complementation promotes the discriminative ability 

of dictionary learning and obtains a better classification performance. The experimental results demon- 

strate the superior performance of our method over the original dictionary learning methods. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Face recognition is a challenging computer vision task that has 

obtained a lot of attention in many years [1] . It is well known that 

conventional approaches include Eigenface [2] and Fisherface [3] , 

and others [4–6] . These methods usually contain two stages: fea- 

ture extraction and classification. Recently, as a hot topic in ma- 

chine learning and pattern recognition, dictionary learning (DL) 

has been attracting increasing attention [7–9] . Due to its excel- 

lent learning effect and performance, dictionary learning has been 

widely applied in several applications, including image classifica- 

tion [10–12] , image denoising [13–15] , image deblurring [16] , im- 

age super-resolution [17,18] , image compression [19] and so on. 

For classification, the problem is to determine which class previ- 

ously unlabeled data belong to. Supposed a dictionary has already 

been built, a new datum is classified to the class with the mini- 

mum representation residual with respect to the datum. Thus, the 

used dictionary plays an important role in the success of classifi- 
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cation because learning a desired dictionary form training data al- 

lows unseen data to be faithfully and discriminatively represented 

as a sparse linear combination of atoms. 

As for face recognition, researchers adopt the following proce- 

dures to perform recognition: image capture, feature selection or 

feature extraction and classification. As we all know, efficient clas- 

sification algorithms play a significant role in face recognition. Nu- 

merous efficient dictionary learning based face recognition algo- 

rithms have been developed. A large class of them relies on find- 

ing an appropriate transform to represent data more efficiently. 

According to whether known sample with label information or 

not, dictionary learning methods are mainly divided into two cate- 

gories: supervised learning and unsupervised learning. The former 

uses the labeled samples. In contrast, the latter does not exploits 

label information. Besides, it is called semi-supervised learning 

[20–22] to utilize both labeled samples and unlabeled samples to 

generate classification functions. The semi-supervised robust dic- 

tionary learning [23] proposed by Wang et al. designs a data adap- 

tive dictionary by imposing structured sparsity on the data repre- 

sentation coefficients to automatically select prominent dictionary 

basis vectors. The optimal dictionary size was learned from train- 

ing data in a principled way and no heuristic pre-specification was 

required. Besides, based on the sample diversity, such as the sym- 
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metrical face [24,25] and the mirror image [26] , Xu et al. proposed 

a representation effective and robust dictionary learning method 

for face recognition [27] . 

A popular heuristic method for sparse dictionary learning is K- 

SVD [28] which generalizes K-means clustering and learns an over- 

complete dictionary that best represents the input data sparsely. 

The K-SVD algorithm is generally used as a benchmark dictio- 

nary learning algorithm for face recognition. After that, researchers 

added a discriminative term to the dictionary learning model by 

incorporating the learning of the classifier parameters into the op- 

timization of dictionary learning, such as the discriminative K-SVD 

for dictionary learning (D-KSVD) in face recognition [29] . Yang 

et al. proposed the sparse representation based Fisher discrim- 

ination dictionary learning (FDDL) [30] . FDDL presents an opti- 

mization function which forces both the learned dictionary and 

the resulting sparse coefficients to be discriminative. In addition, 

the two-phase test sample sparse representation method (TPTSR) 

[31] is also proposed for sparse coding. A couple of related algo- 

rithms including the l 1 -regularized least squares (L1LS) [32] can 

be found in the survey [33] . Moreover, Jiang et al. proposed the 

label consistent K-SVD method (LC-KSVD) [34] , which introduces a 

discriminative term to optimize the regular K-SVD. In the literature 

[35] , Cai et al. assigned different weights for each pair of sparse 

representation vectors to extend the work about FDDL. Recently, 

Li et al. proposed a locality-constrained and label embedding dic- 

tionary learning algorithm (LCLE-DL) [36] , where the locality infor- 

mation of atoms is embedded to the framework of DL to improve 

the discriminative ability of dictionary. 

In addition, as an important method in the field of digital sig- 

nal processing, Fourier transform provides an efficient approach to 

analyze and study an arbitrary signal by decomposing it into multi- 

ple sinusoidal components with different values of frequency, am- 

plitude, and phase. From a pure mathematical sense, the Fourier 

transform deals with transforming a function into a series of peri- 

odic functions. From the view of physical effects, Fourier transform 

converts images from spatial domain to frequency domain. In other 

words, the physical meaning of Fourier transform is to transform 

the gray distribution function of an image into the frequency that 

of an image. 

The famous fast Fourier transform (FFT) computes the discrete 

Fourier transform (DFT) of a sequence, or its inverse (IFFT). Owning 

to its low requirement in arithmetic computation, FFT (including 

1D-FFT and 2D-FFT) has been widely used for many applications in 

the areas of signal processing, data analysis, and robotics [37,38] .In 

this paper, we take original sample and the Fourier spectrum of 

samples into account together during the dictionary learning pro- 

cess and classification process. We apply the 2D-FFT algorithm to 

all images (including the training samples and testing samples) to 

obtain the frequency features of data. Then, we perform the dictio- 

nary learning on the original dataset and the Fourier transformed 

dataset, respectively, such that two dictionaries, i.e., the spatial- 

domain dictionary and the frequency-domain dictionary, are ob- 

tained to calculate residual scores individually. Also, we use the 

transformed samples to represent test samples by collaborative 

representation classification (CRC) to obtain residual scores, and fi- 

nally fuse the residual scores with that of the previous DL process 

as the ultimate fusion score to classify a test samples. 

Our main contributions for dictionary learning based face 

recognition are as follows. First, we take the native spatial domain 

and the Fourier frequency domain of face images into account to- 

gether, which makes data complementary in spatial and frequency 

domains each other. Second, we combine the DL with CRC during 

the classification process, which makes the algorithms complemen- 

tary for classification. Both the two aspects of complementation 

promote the discriminative ability of dictionary learning and im- 

prove the classification performance. 

The rest of this paper is organized as follows. In the next 

section, we introduce the related work about our method. In 

Section 3 , the novel viewpoint we proposed is illustrated in de- 

tail. The experimental results are presented in Section 4 . Finally, 

Section 5 presents the conclusions. 

2. Related work 

Since our proposed method is based on dictionary learning (DL) 

methods and the representation based classification (RBC), this 

section mainly reviews the typical dictionary learning method, i.e., 

the K-SVD algorithm, and the classical representation based clas- 

sification algorithm, i.e., the collaborative representation classifica- 

tion (CRC) [39] algorithm. 

2.1. The typical DL method: K-SVD algorithm 

Fundamentally K-SVD is a generalization of K-means clustering 

which can be also regarded as a method of sparse representation. 

K-SVD algorithm focuses on learning a codebook that can best rep- 

resent the training samples by solving the object function as fol- 

lows. 

arg min 

D,X 

{‖ 

A − DX ‖ 

2 
F 

}
s . t . ∀ i, ‖ 

x i ‖ 0 ≤ T 0 , (1) 

where A ∈ � 

n × N is the matrix composed of all the training ex- 

amples { αi } N i =1 
in the form of column vectors, and n and N are 

the dimension and number of them, respectively. D = [ d 1 , . . . , d K ] ∈ 

� 

n ×K is the learned dictionary, and K is the number of atoms. 

X = [ x 1 , . . . , x N ] ∈ � 

K×N is the matrix of coding coefficients of train- 

ing samples, T 0 is the limit of sparsity. 

The Eq. (1) is a joint optimization problem with respect to D 

and X , and the natural method for solving it is to alternately opti- 

mize the D and X iteratively. 

Step1. When fixing dictionary D , the problem in Eq. (1) can be 

rewritten as follows: 

arg min 

X 
‖ 

A − DX ‖ 

2 
F s . t . ∀ i, ‖ 

x i ‖ 0 ≤ T 0 . (2) 

For Eq. (2) , each column is independent to each other, so it can 

be transformed into the following equivalent optimization prob- 

lem: 

arg min 

x i 
‖ 

αi − D x i ‖ 

2 
2 s . t . ‖ 

x i ‖ 0 ≤ T 0 , i = 1 , 2 , . . . , N. (3) 

Obviously x i is adequately be solved by pursuit algorithms that 

decompose signals with respect to a given dictionary such as or- 

thogonal matching pursuit (OMP) algorithm [40] . 

Step2. When X is fixed, the problem in Eq. (1) can be expressed 

as 

ˆ D = arg min 

D 
‖ 

A − DX ‖ 

2 
F . (4) 

To obtain the optimization of Eq. (4) , K-SVD’s core ideal is to 

update the atoms of the dictionary one by one by utilizing SVD. 

Specifically, only one column d g in the dictionary and it’s corre- 

sponding coefficients, the g th row x 
g 
T 

in X , is putted in question. 

Then, Eq. (4) can be rewritten as 
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D 

∥∥E g − d g x 
g 
T 

∥∥2 

F 
, (5) 

where the matrix E g stands for the representation residual for all 

the X training examples when the g th atom is removed. 
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