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Abstract

This paper proposes two novel frequency domain estimators for fast distributed multichannel speech enhancement in background of
white and colored noise. The proposed two frequency domain estimators are maximum a posterior (MAP) and minimum mean square
error (MMSE) estimators, respectively. They significantly generalize two single channel optimal frequency domain estimators of
magnitude-squared spectrum. Compared with the optimal multichannel frequency domain estimator generalizing the single channel
short-time spectral amplitude and log-spectral amplitude estimators, the proposed two frequency domain estimators have a very low
computational cost. Computed results show that the proposed two estimators reduce both colored background noise and speech distor-
tion. Furthermore, the proposed two multichannel algorithms have a much faster computational speed than conventional multichannel
algorithms for distributed multichannel speech enhancement.
� 2015 Elsevier B.V. All rights reserved.
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1. Introduction

Speech enhancement has been studied because of its
many applications, such as voice communication, speech
recognition, voiced-control systems, and the transmitted
speech signals, where received speech signals are usually
corrupted by white and colored noise. Over the past several
decades, many of speech enhancement algorithms were
presented. Speech enhancement algorithms can be classi-
fied as single channel algorithms and multichannel speech
enhancement algorithms (Loizou, 2007). Single channel
speech enhancement algorithms mainly include the spectral

subtraction method (Boll, 1979), the wiener filtering
method (Abd et al., 2008 and references therein), the
subspace method (Ephraim and Van Trees, 1995; Hu and
Loizou, 2002; Wei and Xia, 2013), the Kalman filtering
method (Paliwal and Basu, 1987; Gibson et al., 1991;
Gabrea, 2005; Bobillet et al., 2007), and the statistical
approach (Lotter and Vary, 2003; Martin, 2005; Plourde
and Champagne, 2011; McCallum and Guillemin, 2013).
In the subspace method, the noisy signal space is first
separated into two orthogonal subspaces: the noisy
subspace and the signal subspace, and then signal enhance-
ment is used to remove the noise subspace and to estimate
the clean speech signal from the noisy speech subspace. In
the Kalman filtering method, the speech signal is modeled
as autoregressive (AR) process and the speech signal is
then recovered from Kalman filter. In recent decades,
multichannel speech enhancement techniques have been
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abstractly studied as the multi-microphone system was
introduced. The multichannel microphone can utilize much
more information to improve the performance of speech
enhancement. Moreover, by using spatial information of
signals, the multi-microphone system can exhibit better
performance than the single-microphone system (Benesty
et al., 2005; Vary and Martin, 2006; Xia, 2012). The multi-
channel speech enhancement techniques include mainly the
standard beamforming technique (Benesty et al., 2007; Cox
et al., 1987), the multi-channel Wiener filtering technique
(Huang et al., 2008 and references therein), the multichan-
nel subspace technique (Jabloun and Champagne, 2001;
Doclo and Moonen, 2002; Rombouts and Moonen, 2003;
Doclo and Moonen, 2005), the space-temporal prediction
(STP)-based multichannel subspace technique (Chen
et al., 2008), and the statistical approach-based multichan-
nel technique (Hendriks et al., 2009).

Recently, Trawicki and Johnson proposed two optimal
frequency domain estimators for distributed multichannel
speech enhancement (Trawicki and Johnson, 2012). The
two optimal estimators generalize the single channel
short-time spectral amplitude (STSA) and log-spectral
amplitude (LSA) estimators by Ephraim and Malah
(1984) and Ephraim and Malah (1985), respectively. A
closed form solution of the spectral phase was given, how-
ever, there exist two computational costs for implementa-
tion. One is to compute two bessel functions which are
expressed by the Taylor series expansion. Another is to
compute the closed-form solution. They result in a slow
speed.

For fast distributed multichannel speech enhancement
in background of colored noise, we propose two novel fre-
quency domain estimators, called maximum a posterior
(MAP) and minimum mean square error (MMSE) estima-
tors, by significantly generalizing two single channel opti-
mal frequency domain estimators of magnitude-squared
spectrum (Lu and Loizou, 2011). Compared with the opti-
mal multichannel frequency domain estimator (Trawicki
and Johnson, 2012), the proposed two frequency domain
estimators have a low computational cost for implementa-
tion. Simulation results show that the proposed two multi-
channel algorithms can achieve faster and higher noise
reduction than conventional multichannel algorithms.

This paper is organized as follows. Section 2 describes
multichannel models and existing frequency domain esti-
mators. Section 3 introduces two conventional single
channel estimators and proposes two optimal multichannel
frequency domain estimators. Section 4 presents perfor-
mance evaluation, and Section 5 gives the conclusion.

2. System model and estimator

We are concerned with a distributed microphone system
which can accurately time align the M noisy observations
(Trawicki and Johnson, 2012). The time domain multi-
channel microphone model is described as

yiðtÞ ¼ cisðtÞ þ niðtÞ; i ¼ 1; 2; . . . ;M ð1Þ
where M is the number of channels, yiðtÞ and niðtÞ are the
noisy speech and noise in time t and channel i, sðtÞ is the
true source signal, and ci 2 ½0; 1� are time invariant
attenuation factors. In a special case that M ¼ 1 and
c1 ¼ 1, the multichannel model(1) becomes a single channel
model. Taking the short-time Fourier transform (STFT) of
(1), the model can be expressed in the frequency domain as

Y iðwkÞ ¼ ciSðwkÞ þ N iðwkÞ ð2Þ
where wk represents the frequency in frequency bin k for
each microphone i and Y iðwkÞ; SðwkÞ and N iðwkÞ are the
STFT of the noisy speech signal, clean speech signal, and
noise signal, respectively. The above equation can be
expressed in spectral amplitude and spectral phase as

Y iðl; kÞe jhðiÞY ðl;kÞ ¼ ciSðl; kÞejhS ðl;kÞ þ N iðl; kÞ ð3Þ
where fY iðl; kÞ; Sðl; kÞg denote the magnitudes and

hðiÞY ðl; kÞ; hSðl; kÞ
n o

denote the phases, respectively at frame

l, frequency bin k, and channel i of the noisy speech and
clean speech. To simplify the notation, (3) is rewritten with-
out the explicit dependencies as

Y ie jhðiÞY ¼ ciSe jhS þ Ni

The goal is to determine the best estimate of the spectral
amplitude S and spectral phase hS , based on known Y i

and hðiÞY .
Ephraim and Malah (1984) proposed one single channel

speech enhancement using a minimum mean-square error
short-time spectral amplitude (MMSE-STSA) estimator,
given by

bS STSA ¼ EfSjY 1ðwÞg ¼
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and n1 and c1 denote the a priori and a posteriori SNRs,
respectively defined as
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Also, Ephraim and Malah (1985) proposed another
single channel speech enhancement using a minimum
mean-square error log-spectral amplitude (MMSE-LSA)
estimator, given bybS LSA ¼ expfE½lnSjY 1ðwÞ�g

¼ n1Y 1
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