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A B S T R A C T

This paper estimates the leakage rate of a valve in a natural gas pipeline via factor and cluster analysis of
acoustic emission signals. Factor analysis was used to reduce the amount of redundant information in the highly
dimensional features and extract the optimal features for the cluster analysis. Three types of clustering algor-
ithm—fuzzy C means, k-means and k-medoids—were used to classify leakage rates. Performance was evaluated
in terms of overall accuracy, computational time, iterations, Jaccard coefficients and Cohen’s kappa. A model
based on factor analysis and k-medoids clustering was found to be exceedingly effective for recognizing internal
valve leakage rates. This method proved to be superior to the k-means and fuzzy C means clustering methods,
and has potential value in real-world applications.

1. Introduction

During the operation of natural gas pipeline stations, internal valve
leakage can lead to huge economic losses, environmental pollution and
even accidental explosions that endanger the safety of personnel. As a
means of unconventional non-destructive testing, acoustic emission
(AE) testing has the characteristics of being highly efficient, fast and
economical. Therefore, it has been widely used in the petroleum in-
dustry as a way to detect problems such as underground pipeline
leakage [1,2], valve leakage [3] and atmospheric tank bottom leakage
[4]. The feasibility and effectiveness of AE technology for detection of
internal valve leakage has also received researchers’ attention
[3,5–7,16]. In addition, in comparison with the detection technologies
of vibration analysis [8], infrared thermography [9,10] and dynamic
pressure [11], AE technology is more stable and reliable in critical
conditions such as those with high noise, low pressure and low leakage
rates [6].

In the process of valve leakage detection, researchers are not only
concerned about whether valve leakage occurs or not, but are more
concerned with the valve leakage rate. Prediction of leakage rate pro-
vides the information necessary for valve maintenance. At present, the
qualitative analysis of internal valve leakage in natural gas pipelines
has reached maturity, but its quantitative analysis still requires further
research. In order to explore the influence factors of internal valve
leakage rates, several studies have conducted AE experiments that have
assessed the frequency and temporal characteristics of AE signals, valve

inlet pressure, valve size, valve type and valve damage [12–14].
However, the above studies only can get the relationship between the
multiple factors and leakage rates, but they cannot get the internal
valve leakage rates. Kaewwaewnoi et al. did conduct such an experi-
ment and discovered that the root mean square (RMS) in time domain
of the leakage signals can be used to predict the valve leakage rate [13].
They established a theoretical model, based on the Lighthill equation,
of valve liquids leakage rate. On the basis of this study, Prateepasen
et al. established a similar model by observing the relationship between
RMS and valve gas leakage rate experimentally [15]. However, in
conditions of high noise, low pressure and low leakage rate, these
models, which only contain a single parameter, produce inaccurate
predictions, such that leakage rates are not evaluated effectively.

In recent years, with the development of artificial intelligence,
machine learning algorithms have been used to recognize internal valve
leakage rates in a natural gas pipeline. Li et al. [16] and Zhang et al.
[17] built intelligent recognition models based on support vector ma-
chine for estimating internal valve leakage rates. The models possess
the excellent recognition accuracy of 95%. However, long training
times are required for these models, which reduce the timeliness of
recognition. Accordingly, this study proposes a novel method for re-
cognizing internal valve leakage rates based on AE technology, di-
mensionality reduction and cluster analysis. It not only can identify the
leakage rates, but also improves the recognition speed on the basis of
ensuring the recognition accuracy.

Cluster analysis is the process of partitioning a set of physical or
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abstract objects into multiple clusters based on similarity. It is also a
major data analysis method that is widely used in fields such as target
recognition, image classification and information retrieval. It is also
used to describe data and measure the similarity between data sources
[18–20]. The k-means algorithm is one of the classic clustering algo-
rithms [21]. It has the characteristics of easy implementation, simpli-
city and high efficiency for large data sets, which are the main reasons
for its widespread use [22]. In addition, the k-means algorithm allows
direct parallelisation, and it is insensitive to data sorting [34]. When the
resulting clusters are dense and the differences between clusters are
distinct, the k-means works better than other clustering algorithms.
However, the k-means algorithm is sensitive to outliers and can easily
fall into a local optimum [23]. The k-medoids algorithm is an extension
of the k-means algorithm that does not use the average of the objects in
the cluster, but instead selects the centre of the objects in the cluster as
the reference point [24]. Due to the central points being selected from
the data, the k-medoids algorithm is more robust to outliers than k-
means [25]. k-medoids and k-means are hard clustering algorithms,
where each sample can only belong to one cluster. By contrast, ‘fuzzy C
means’ (FCM) [26,27] is the most widely used fuzzy clustering algo-
rithm. It allows each sample to belong to multiple clusters with a cer-
tain degree of sharing. Its natural ability to handle overlapping clusters
and the convenience of implementation has seen it succeed in a wide
variety of engineering applications [28].

In the above three clustering methods, data samples with high si-
milarity are partitioned into the same cluster. Therefore, the perfor-
mance of the clustering algorithm is highly dependent on the quality of
the extracted features [29]. In this work, eight feature parameters:
entropy, energy, skewness, mean, variance, standard deviation (SD),
kurtosis and RMS were used as the input variables. High-dimensional
features may contain a lot of redundant information, which can reduce
computation speed and recognition accuracy. Therefore, in order to
improve the performance of clustering algorithms, factor analysis was
applied to analyse the correlation of the variables, so as to reduce the
dimensionality of the original features and eliminate redundant in-
formation [30].

2. Theory

2.1. Acoustic emissions

The AE phenomenon is defined as the process of generating transient
stress waves through the rapid release of energy from localised de-
formations or fractures [31]. When valve leakage occurs, a pressure
differential at the leakage point causes gas to eject at high-velocity and
mix with steady or relatively slow flowing gas, thereby making a loud
noise (AE source). AE detection systems have been devised that detect
such noises and analyse their features to estimate the valve leakage
rates.

2.2. Factor analysis

Factor analysis is a multivariate statistical method based on the
dependent relationships between variables. It synthesises variables with
complicated relationships into fewer factors so that they are more easily
interpreted [30]. Variables are then grouped according to the strengths
of the correlations between them. The variables of each group represent
a basic structure that is called a common factor. The purpose of factor
analysis is to look for these common factors, then reduce the amount of
redundant information in the highly dimensional data.

Assume we have a dataset = ⋯x x xX ( , , , )n1 2 that consists of n ob-
servable random variables, and a vector = ⋯F F F F( , , , )m1 2 that consists
of m unobserved random variables (common factors). Then the general
model of factor analysis can be defined as follows:

= +X AF ε (1)

where = = ⋯ = ⋯A a i n j m( 1,2, , ; 1,2, , )ij is the loading matrix; aij is the
loading of the ith variable xi on the jth common factor Fj, which reflects
the influence of the common factors on the variables and plays a crucial
role in explaining the common factors; and = ⋯ε ε ε ε( , , , )n1 2 is a vector
that consists of n unobserved stochastic error terms. Eq. (1) should
satisfy the following assumptions: (1) ⩽m n, that is, the number of
common factors is less than the number of original variables; (2)

=F εCov ( , ) 0, that is, F and ε are irrelevant; (3) =FE ( ) 0,
= ×F IVar ( ) m m, that is, the common factors are irrelevant to each other

and have a unit variance; (4) = ⋯Var ε diag δ δ δ( ) ( , , , )n1
2

2
2 2 , =εE ( ) 0, that

is, the unobserved stochastic error terms are irrelevant to each other.

2.3. K-means

For the dataset ⋯x x x( , , , )n1 2 , each sample is a d-dimensional real
vector. The k-means is a centroid-based clustering algorithm. A centroid
usually represents the average of the samples contained in a cluster. The
algorithm aims to partition the n samples into k clusters …C C C{ , , , }k1 2 so
as to minimize the objective function. The objective function can be
defined as follows:
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(2)

where oj is the centroid of cluster Cj that is obtained by calculating the
average of the samples contained in cluster C ;j and −x o‖ ‖i j

2 is the
squared Euclidean distance between xi and oj, which is mainly used to
calculate the dissimilarity between sample data and the centres.
Because of this, clustering analysis is sensitive to the selected distance
measurement. Therefore, the same clustering algorithm is likely to
produce different partition results when different distance measure-
ment methods are used [32].

2.4. K-medoids

The k-medoids clustering algorithm is an iterative, greedy method
that partitions the n samples in the sample space into k clusters. It works
as follows:

1. k samples are randomly selected as the initial centre points.
2. The remaining samples are associated to the closest centre point.
3. Swap non-centre sample point and centre point. Then compute the

total cost of objective function.

Repeat alternating steps 2 and 3 until the objective function is op-
timal. The objective function can be defined as Eq. (2). Unlike the k-
means clustering algorithm, oj is derived from the sample data. The k-
medoids algorithm can handle different types of sample data whilst the
clustering results are independent of the order of input samples.

2.5. Fuzzy C means

Fuzzy clustering analysis is one of the main techniques used for
unsupervised machine learning. It uses fuzzy theory to analyse and
model sample data, thereby establishing the uncertainty of the sample
categories and reflecting the real world objectively [33]. It possesses
crucial theoretical and practical value, and has been applied to a mul-
titude of fields, such as large-scale data analysis, vector quantization,
image segmentation, pattern recognition, etc.

FCM algorithm aims to obtain the membership degree between each
data point and all clusters by optimizing the objective function. Then,
data point categories are determined so that the data can be partitioned
into multiple clusters. The objective function of FCM algorithm can be
defined as follows:
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