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a b s t r a c t

In this paper, a non-asymptotic pseudo-state estimator for a class of commensurate fractional order linear
systems is designed in noisy environment. Different from existing modulating functions methods, the
proposed method is based on the system model with fractional sequential derivatives by introducing
fractional order modulating functions. By applying the fractional order integration by parts formula and
thanks to the properties of the fractional order modulating functions, a set of fractional derivatives and
fractional order initial values of the output are analogously obtained by algebraic integral formulas. Then,
an explicit formula of the pseudo-state is accomplished by using the fractional sequential derivatives
of the output computed based on the previous results. This formula does not contain any source of
errors in continuous noise-free case, and can be used to non-asymptotically estimate the pseudo-state
in discrete noisy case. The construction of the fractional order modulating functions is also shown, which
is independent of the time. Finally, simulations and comparison results demonstrate the efficiency and
robustness of the proposed method.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

During recent decades, the studies upon fractional order sys-
tems and controllers have been hot topics, and numerous scien-
tific works have been proposed in various aspects [1–5]. Due to
the non-locality of fractional operators, the real-state of a frac-
tional order system can be divided into two parts: the pseudo-
state and an initialization function [6]. However, the knowledge
of the pseudo-state is quite vital in some applications of frac-
tional order systems [6]. Thus, the estimation of the pseudo-state
is obviously valuable. Among the previous works, the fractional
order observers [7] and the modulating functions method [8] are
notable. The fractional order observers are usually asymptotic and
cannot meet some requirements of online applications [9,10]. To
overcome this drawback, the modulating functions method has
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been proposed in [8] as a kind of non-asymptotic method, which is
also robust against corrupting noises.

Recall that the modulating functions method was first intro-
duced for linear identification in [11] and has been widely used for
linear and non-linear identification of integer order systems [12].
Recently, this method has been extended to fractional order case,
such as parameter estimation [13,14], pseudo-state estimation [8]
and fractional order differentiators [15,16]. In [8], generalized
modulating functions were used to derive algebraic formula for
the pseudo-state by eliminating undesired terms. Thanks to the
algebraic integrals performing as low-pass filters [17], the method
was efficiently and robustly executed without knowing the initial
conditions. Though, there are still a wide space remaining for
further innovation. Actually, in [8] the pseudo-state was estimated
by separately estimating the fractional derivatives of the output
and some fractional order initial values. For this purpose, a set
of fractional order differential equations were constructed, which
producedmore undesired terms. Thus, somemore conditionswere
imposed to the modulating functions.

Bearing these points in mind, compared to [8], a distinctive
modulating functions method is provided in this paper by in-
troducing fractional order modulating functions. Similar to [8],
the proposed estimator is also non-asymptotic and robust against
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noises. Superior to [8], the estimation process is greatly simplified
and the computation effort is reduced with the main advantages
outlined as follows.

• There is no need to construct additional equations.
• Nomore additional fractional order initial values are gener-

ated.
• The required fractional derivatives and fractional order ini-

tial values are analogously estimated.
• The construction of the used modulating functions is inde-

pendent of time.
• Better robustness with respect to noises than [8] is shown

in numerical results.

In the rest parts, the content of this paper is organized as follows.
Preliminaries and the problem formulation are provided in Sec-
tion 2. The advantages and the details of the proposed pseudo-state
estimator are presented in Section 3, as well as the construction of
the fractional order modulating functions. Numerical example and
conclusions are given in the last two sections.

2. Preliminaries

2.1. Fractional calculus

This subsection presents some definitions and properties on
fractional calculus, which are useful in this work.

Through this paper, the following notations are used: I =

[0, h] ⊂ R, α ∈ R+,1 and l = ⌈α⌉, where ⌈α⌉ denotes the smallest
integer greater than or equal to α. Then, the following definitions
can be found in [18,19].

Definition 1. The Riemann–Liouville fractional integral of a func-
tion f is defined as follows:⎧⎨⎩D0

t f (t) := f (t),

D−α
t f (t) :=

1
Γ (α)

∫ t

0
(t − τ)α−1f (τ ) dτ ,

(1)

where Γ (·) is the well-known Gamma function [20].

Definition 2. The Riemann–Liouville fractional derivative of a
function f is defined as Dαt f (t) :=

dl

dt l
{
Dα−l

t f (t)
}
.

Definition 3. Let k ∈ N, the Riemann–Liouville fractional sequen-
tial derivative of a function f is defined as follows:

sDkα
t f (t) :=

{
f (t), for k = 0,
Dαt

{
sD

(k−1)α
t f (t)

}
, for k ≥ 1. (2)

Based on the additive index law of fractional derivatives [18], the
following important lemma can be given.

Lemma1 ([8]). The Riemann–Liouville fractional integral and deriva-
tive of a fractional sequential derivative can be given as follows: ∀β ∈

R, ∀ k ∈ N∗,

Dβt
{
sDkα

t f (t)
}

= Dβ+kα
t f (t) − φβ,k,α {f (t)} , (3)

where

φβ,k,α {f (t)} :=

k∑
j=1

ψβ+(j−1)α,α

{
sD

(k−j)α
t f (t)

}
. (4)

1 In this paper, R+ denotes the set of positive real numbers, and N∗ denotes the
set of positive integers.

ψβ,α {f (t)} is a decreasing function of t defined by:

ψβ,α {f (t)} :=

⌈α⌉∑
i=1

cβ,i t−β−i[Dα−i
t f (t)

]
t=0 (5)

with

cβ,i =

⎧⎨⎩ 0, if β ∈ Z,
1

Γ (1 − β − i)
, else. (6)

Moreover, we have: ∀ k ≥ 2,

sDkα
t f (t) = Dkα

t f (t) − φα,(k−1),α {f (t)} . (7)

Consequently, (7) provides the relationship between the deriva-
tives introduced in Definitions 2 and 3. Let us introduce some other
kinds of fractional derivatives with useful formulas.

Definition 4 ([19]). The right-sided Caputo fractional derivative of
a function f is defined on [0, h[ as follows:⎧⎨⎩

CD
0
t,hf (t) : = f (t),

CD
α

t,hf (t) : =
(−1)l

Γ (l − α)

∫ h

t
(τ − t)l−α−1f (l)(τ ) dτ .

(8)

The fractional order integration by parts formula is an indispens-
able tool in this work, which is given in the following lemma.

Lemma 2 ([21]). For any interval [0, t] ⊂ I , the following formula
holds:∫ t

0
g(τ )Dατ f (τ ) dτ =

∫ t

0

CD
α

τ,tg(τ )f (τ ) dτ

+

⌈α⌉−1∑
k=0

(−1)k
[
g (k)(τ )Dα−1−k

τ f (τ )
]τ=t
τ=0.

(9)

Finally, the following fractional derivative will be quite important
in the sequel.

Definition 5. The right-sided Caputo fractional sequential deriva-
tive of a function f is defined as follows:

C
s D

kα
t,hf (t) :=

{
f (t), for k = 0,
CDαt,h

{
C
s D

(k−1)α
t,h f (t)

}
, for k ≥ 1. (10)

Remark that several kinds of fractional derivatives are previously
defined for different purposes. First, the considered fractional or-
der systems are defined based on the Riemann–Liouville fractional
derivatives. Second, the pseudo-state will be expressed by the
fractional sequential derivatives of the output. Thanks to Lemma 1,
the latter will be obtained by calculating the Riemann–Liouville
fractional derivatives and some fractional order initial values of
the output. Finally, instead of calculating directly the Riemann–
Liouville fractional derivatives of the output, algebraic integral
formulas will be provided by applying Lemma 2, where the right-
sided Caputo fractional derivatives of constructed modulating
functions need to be explicitly calculated.

2.2. Problem formulation

Let us consider the following commensurate fractional order
linear system within this framework:

Dαt x = Ax + Bu, (11)
y = Cx, (12)

on I ⊂ R+ ∪ {0}, where A ∈ RN×N , B ∈ RN×1, C ∈ RN×1,
Dαt x =

(
Dαt x1, . . . ,D

α
t xN

)T with α =
1
q , q,N ∈ N∗, x ∈ RN is the
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