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In this paper, a dual-microphone speech enhancement algorithm for the mobile phones is proposed. The
adopted method exploits the coherence function algorithm and the Kalman filter. This algorithm has a
simple implementation that does not need a prediction of interfering signals statistics. In addition, this
algorithm can be used in small devices with so closely distance between the two microphones.

Moreover, the use of such algorithm allows reducing multiple noise sources at many azimuths positions.
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Finally, the new algorithm proves its performances referring to the perceptual evaluation of speech
quality and the time domain waveforms.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Billions of people around the world using mobile phones have
problems in telephone conversation when the speech is degraded
by the noise. Hence, different speech enhancement techniques
were involved to reduce the interfering signals in mobile phones.
Particularly, single microphone noise reduction methods prove
its effectiveness during fifty years in many fields as they are easy
to apply [1,2]. However, the performance of single channel speech
enhancement algorithms is limited on the non stationary noise
case due to the problems related to the estimation of this noise
using such algorithms [2]. Thus, speech quality can be improved
using multi-channel speech enhancement algorithms [3]. For that,
more the number of microphones is increased more the quality of
speech will be improved. In contrast, a great number of micro-
phones is difficult to implement in cellular phones and requires
more computational complexity. The use of dual-microphone
speech enhancement algorithms can solve these two problems
cited previously. Moreover, these algorithms are specified by its
good performances in term of speech quality and intelligibility.

The literature is enriched by many works which treat several
dual-channel speech enhancement methods. Among them, we
can cite the work given by Youssefian et al. [4] which depicted a
dual-channel speech enhancement algorithm using power level
difference for near field. This algorithm exploits the difference of
the power signals in the two microphones as a criterion for noise

* Corresponding author.
E-mail address: wahbi.nabi@gmail.com (W. Nabi).

http://dx.doi.org/10.1016/j.apacoust.2016.02.009
0003-682X/© 2016 Elsevier Ltd. All rights reserved.

reduction. In [5], Youssefian and Loizou presented a dual-
microphone speech enhancement algorithm based on the coher-
ence function. The proposed strategy treats the coherence between
the target and noise signals as a criterion for noise reduction and
can be used for narrowly spaced microphones. Koldovsky [6] pro-
posed a noise reduction dual-microphone in mobile phones using a
bank of pre-measured target-cancelation filters. This method is
based on a target cancelation filters exploited to estimate the noise,
which is then subtracted from the noisy speech using Wiener filter
or power level difference algorithm. A dual-microphone speech
enhancement method in mobile phones is proposed in [7]. This
method is based on the inter-microphone Posteriori SNR Difference
(PSNRD) for Speech Presence Probability (SPP) estimation and a
MVDR Filter for noise reduction. Finally, the given work by Prajna
et al. [8] presented a new algorithm based on gravitational search
algorithm (GSA). This approach used heuristic algorithm for noise
reduction. Compared to this works, we present in this paper a
dual-channel speech enhancement algorithm dedicated to mobile
phone applications using the coherence function and the Kalman
filter. This method can be applied with closely spaced microphones
in the mobile phone (see Fig. 1).

The rest of the paper is organized as follows. Section 2 depicts
the coherence function. The proposed dual-microphone speech
enhancement algorithm using Kalman filter is presented in Sec-
tion 3. In Section 4, we present the result of the proposed algorithm
in comparison with other methods using an objective criterion
(PESQ) and the time domain waveforms. Section 5 concludes this
work.
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Fig. 1. Illustration of mobile phone with closely microphones.

2. Coherence function

In this section, we are interested in presenting theoretically the
coherence function of the noisy signals. Then, we are interested in
depicting the prediction coherence function used in our work.

Let us assume that two microphones are positioned in a noisy
environment. The two signals received by the two microphones
after delay compensation are described as follows:

x1(m) = s1(m) + ny (m)

(1)
(2)

where x;(m) and x,(m) are respectively the noisy signal of the first
microphone and the second microphone, m is the simple index,
si(m) and sy(m) are clean signals obtained at each microphone
and finally ni;(m) and ny(m) are respectively the noise signal of
the first microphone and the second microphone.

The Fourier transform of the two noisy signals can be described
as follows:

Xi1(n, k) = Sy(n, k) + Nq1(n, k)

X2 (m) = s5(m) + ny(m)

3)

XZ(nvk) :SZ(nvk) +N2(Tl,k) (4)

where n represents the frame index and k is the frequency bin.
The coherence function algorithm is a basic dual microphone

speech enhancement method proposed in [9,10]. This technique

is based on a correlation between speech signals in the two

X1(m) Xi(w,k)

microphones instead of the noise signals are uncorrelated. The
coherence function between the signals x; and x, received by the
two microphones is presented as follows:

PX1X2 (nv k)

Fe »I = T e~
(1, ) Py, (1, )Py, (1, K)

(5)
where Py, (n, k) presents the cross power spectral density (CPSD) of
the two noisy signals x; and x3, Py, (1, k) and Py, (n, k) present respec-
tively the power spectral density (PSD) of x; and x».

The objective of the coherence technique is to determine if the
speech signal at a specific frequency bin is present or absent
whereas it is proportional to the magnitude of the coherence func-
tion. The speech signal is ruling when the magnitude is close to one
and the noise signal is ruling when the magnitude is close to zero.
The last hypothesis is true when the noise signals at the two micro-
phones are not too much correlated.

Usually, the correlation of the noise signals at the two micro-
phones increases when the distance between them decreases
[14]. Thus, the two microphones are too much coherent in our
work because they are so closely spaced. The design of the two
microphones with target sound sources and the approximate
coherence function adopted by this work are detailed in [5]. The
two microphones are placed on a dummy head with a distance
of 2-cm between them. The clean speech source is placed at 0° azi-
muth and the noise source is at ° azimuth. The distance between
the two sources and the microphones are 1.2 m. Based on the last
configuration, the approximate coherence function is computed as:

~ . SNR
Fy x, = [cOS(@T) +jsin(wT)] ———=—
1%, A [cOS(@T) +jsin(wT)] 1L SRR
+ [cos(wT cos ) +j sin(wt cos f)] ———=— 6
[cos( B) +jsin( ﬁ)]1+SNR (6)
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Fig. 3. PESQ scores given when signal is degraded by one noise source positioned at
135° (SNR = —3dB).
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Fig. 2. Block diagram of the proposed algorithm.
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