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Abstract 

Under the concept of "Industry 4.0", production processes will be pushed to be increasingly interconnected, 
information based on a real time basis and, necessarily, much more efficient. In this context, capacity optimization 
goes beyond the traditional aim of capacity maximization, contributing also for organization’s profitability and value. 
Indeed, lean management and continuous improvement approaches suggest capacity optimization instead of 
maximization. The study of capacity optimization and costing models is an important research topic that deserves 
contributions from both the practical and theoretical perspectives. This paper presents and discusses a mathematical 
model for capacity management based on different costing models (ABC and TDABC). A generic model has been 
developed and it was used to analyze idle capacity and to design strategies towards the maximization of organization’s 
value. The trade-off capacity maximization vs operational efficiency is highlighted and it is shown that capacity 
optimization might hide operational inefficiency.  
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1. Introduction 

The cost of idle capacity is a fundamental information for companies and their management of extreme importance 
in modern production systems. In general, it is defined as unused capacity or production potential and can be measured 
in several ways: tons of production, available hours of manufacturing, etc. The management of the idle capacity 

Procedia Manufacturing 22 (2018) 621–625

2351-9789 © 2018 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the scientific committee of the 11th International Conference Interdisciplinarity in Engineering.
10.1016/j.promfg.2018.03.090

10.1016/j.promfg.2018.03.090 2351-9789

© 2018 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 11th International Conference Interdisciplinarity in Engineering.

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia Manufacturing 00 (2018) 628–632  

 www.elsevier.com/locate/procedia 

2351-9789 © 2018 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 11th International Conference Interdisciplinarity in Engineering.  

11th International Conference Interdisciplinarity in Engineering, INTER-ENG 2017, 5-6 
October 2017, Tirgu-Mures, Romania 

Measure of regularity in discrete time signals 
Zoltán Germán-Sallóa,* 

a“Petru Maior” University of Tirgu Mures, Romania 

Abstract 

Discrete time series can be treated through linear or non-linear mathematical procedures in order to find specific properties. Last 
decades, non-linear analysis methods brought valuable results in discrete time series analysis and prediction. Statistical signal 
processing methods as entropy measures have become important tools in the analysis of time series data, especially in physiology 
and medicine. Generally, entropy measures the degree of regularity in systems and usually it should be able to quantify the 
complexity of any underlying structure in the discrete time signals. This paper proposes approximate entropy and sample entropy 
calculations on synthesized test signals with specific properties in order to try to find hidden properties. Approximate entropy and 
sample entropy being mathematical algorithms created to measure the regularity or predictability within a time series, are 
extremely sensitive to their used parameters as length of the data segment and length of data. 
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1. Background 

The entropy as a metric was first defined in the field of thermodynamics and interpreted as the amount of 
information needed to completely specify the physical state of a system. A regular system with orderly behavior has 
a low entropy value. Shannon defined entropy as the information content of a communication system [1].  
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The quantity ( )rC m
i is the fraction of patterns of length m that resemble the pattern of the same length that 

begins at interval i. A low value of the entropy indicates that the time series is deterministic; a high value indicates 
randomness. Parameter selection as length of data m and noise filter threshold r hardly depends on the chosen 
application. The filter threshold r is an important parameter which with an infinite amount of data, it should 
approach zero. With finite amounts of data, or with measurement noise, it is not always clear what is the best value 
to choose. Past work on heart rate variability [x] has suggested setting r to be 0.2 times the standard deviation of the 
data. Another important parameter is the embedding dimension m. Again, there is no precise value previewed, but 
previous work has used a dimension of 2. Approximate entropy reflects the likelihood that similar shapes of 
observations will not be followed by additional similar observations [5]. 

1.2. Sample entropy 

The sample entropy (SampEn) is the negative natural logarithm of the conditional probability that two sequences 
similar for m points remain similar for m+1 points, where self-matches are not included in calculating the 
probability. Thus, a lower value of sample entropy also indicates more self-similarity in the time series. To be 
defined, sample entropy requires only that two templates similar for m samples remain similar for m+1 samples. 
Distance between every pair of vectors x(i) and x(j) is computed as before (equation (3)). Then, for given x(i), a 
probability function is computed as: 
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Where H is the Heaviside function, defined as 

( ) 1 1

0 1

if x
H x

if x

 >= 
 ≤

  (7) 

The probability that two sequences match for m points 

( ) ( )
1

1

1 ln
1

N m
m m

i
i

r C r
N m

− +

=

Φ =
− +   (8) 

For m+1, ( )rC m
i  and ( )rmΦ  are calculated. Finally, sample entropy is: 
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It is clear from the definition that Φm+1(r) will always have a value smaller or equal to Φm(r), Therefore, 
SampEn(n,r) will be always either be zero or positive value. A smaller value of SampEn(n,r) also indicates more 
self-similarity in data set or less noise. 

2. The procedure 

In this paper were used test signals with different statistical properties in order to find unrevealed features 
through computing entropy metrics as approximate entropy (ApEn) and sample entropy (SampEn). At first test 
signal with different statistical properties were created, then entropy metrics were computed for different embedding 
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The concept of entropy remained pure theoretical until Pincus developed approximate entropy as a measure of 
changing complexity which could be applied to real-world data sets [2]. After that, various other entropy measures 
have been proposed for the same purpose. Richman and Moorman introduced sample entropy [3], a modified version 
of approximate entropy, eliminating the self-match bias and to improve on several other statistical properties. Bandt 
and Pompe proposed permutation entropy [4] as an alternative measure of complexity for time series. Costa et. al. 
developed multi-scale entropy [5] to account for structural interactions across multiple time scales. Nowadays the 
concept of entropy is widely used in the field of non-linear dynamic analysis and chaos as a measure of the 
complexity and a regularity of a system. 

1.1. Approximate Entropy 

The Approximate Entropy (ApEn) is a recently developed mathematical formula quantifying regularity over 
time-series data. It has proved to be a useful tool because of its ability to distinguish different system’s dynamics 
when there is only available relatively short-length noisy data. Incorrect parameter selection (embedding dimension 
m, threshold r and data length N) and the presence of noise in the signal can undermine the ApEn discrimination 
capacity. This entropic measure was first proposed by Pincus [2], and it exhibits a good performance in the 
characterization of randomness.  

In order to compute the approximate entropy, the embedded dimension m, that is, the length of the vectors to be 
compared, and a noise filter threshold r are required. Given N data points u(1), u(2), ...u(N) of time discrete signal, a 
sequence of vectors x(1), x(2), … x(N-m+1) is formed, where: 

( ) ( ) ( ) ( )1 , 2 ,... 1x i u u u i m = + −    (1) 

Using the previous sequence x(i) for each satisfying 1≤i≤N-m+1, on construct 
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where d[x(j),x(i)] represents the distance between the vectors x(j) and x(i), given by the maximum difference in their 
respective scalar components. It’s important to observe that j takes on all values, so the match provided when i=j 
will be counted (the subsequence is matched against itself). This distance is calculated as follows 

( ) ( )( )0,... 1maxij k md x i k x j k= −= + − +   (3) 

The parameter ( )rC m
i expresses the prevalence of repetitive patterns of length m. The approximate entropy 

ApEn(m,r,N) as a parameter of  embedded dimension m, threshold r and signal length N is defined as follows: 
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