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The quantitative phase-field simulations were reviewed on the processes of solidification of pure metals and
alloys. The quantitative phase-field equations were treated in a diffuse thin-interface limit, which enabled
the quantitative links between interface dynamics and model parameters in the quasi-equilibrium simula-
tions. As a result, the quantitative modeling is more effective in dealing with microstructural pattern for-
mation in the large scale simulations without any spurious kinetic effects. The development of the quanti-
tative phase-field models in modeling the formation of microstructures such as dendritic structures, eutec-
tic lamellas, seaweed morphologies, and grain boundaries in different solidified conditions was also re-

viewed with the purpose of guiding to find the new prospect of applications in the quantitative phase-field

simulations.

1. Introduction

The formation of microstructures during solidifi-
cation has fascinated researchers in materials sci-
ence, materials physics and many other fields for
decades of years!"® . Understanding of solidification
microstructures underlies various issues of scientific
and industrial importance to study material proper-
ties of alloys castings'”’, for instance, the dendritic
and cell growth with the phase transition, competi-
tion between oriented grains, domain formation for
microstructural defects, etc. Therefore, it is crucial
to control and predict microstructure formation dur-
ing different solidification processes. Recent pro-
gresses in experimental techniques have improved
the understanding of intriguing phenomena and
mechanisms of microstructural formation. In parti-
cular, the development of synchrotron X-ray ima-

514] has enabled the in situ observa-

ging techniques
tion of metallic material solidification. However,
the real-time investigations of microstructure for-
mation and the associated segregation patterns are

still lacking'”. Furthermore, those in situ observa-

tions are only restricted in the thin samples that are
essentially quasi-two-dimensional involving only a
finite number of alloy systems, whereas the collec-
tive behavior of various complex alloy systems in
three-dimensional system is of primary importance
in controlling the solidification microstructures.
Numerical simulations are regarded as the prom-
ising methods to better understand alloy microstruc-
tural formation in a systematic, efficient and cost
effective manner'’!. For instance, molecular dynam-
ics (MD) ¥ and Monte Carlo (MC)! %! simula-
tions are of great value in understanding the micro-
scopic formation of solidification patterns, especial-
ly in the study of nonequilibrium growth dynamics
in related to the microstructure instability. The dy-

2220 s effective to study

namic mean-field approach'
the competitive mechanism between nucleation and
grain growth. However, these methods are difficult
to deal with the interfacial evolution in a complex
boundary problem, which is very common in solidi-
fication of alloys.

The phase-field method has emerged as an effec-

tive tool in modeling complex microstructures for
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solidification transformations. It is based on the
Ginzberg-Landau theory of phase transitions with
minimizing a thermodynamically consistent free en-
ergy functional in terms of field variables. In phase-
field models, the liquid-solid interface is extended
into a virtual diffuse interface, where states are
quantified by a spatially distributed order parame-
ter, i. e., phase field. Since one does not need to ex-
plicitly track boundary motions with complex pat-
terns, the phase-field method has been commonly
used in solidification of pure materials as well as bi-
nary, multicomponent and multi-phase alloys with a
variety of microstructural pattern formations!® 2!,
Furthermore, phase-field models have attracted a
significant number of attentions with great research
interests in many other growth dynamic processes
with different epitaxial film
growth!®?*7)  domain evolution in ferromagnetic and

ferroelectric materials?®"! |

38-42]

scales, such as

electrochemical reac-

tion! , and the evolution of nerve cellst*+*"!
ing to their fundamental nature in related to phase

transformations.

, OW-

However, it should be noted that solidification
has a multi-scale nature in physics. The length
scales span from several nanometers thicknesses for
liquid-solid interfaces to tens or hundreds of microns
for microstructural morphologies; the time scales
span from picoseconds for atomic attachment to sec-
onds for heat or solute diffusion'”. It remains diffi-
cult to capture microstructural evolution over such
multiple length and time scales using phase field and
many other numerical simulations, which presents
as a great challenge in the modeling of solidification.

In recent years, a series of new phase-field mod-
els have been developed in solidifications, which en-
ables more quantitative descriptions in the diffuse
thin-interface limit'*®?, where the scale of interface
thickness is considerably larger than the capillary
length. Quantitative phase-field models have an ad-
vantage in establishing relationships of the charac-
teristics of interface dynamics with the model pa-
rameters in the steady state simulations. Further-
more, the quantitative modeling is able to eliminate
the spurious kinetic effects arising from the large
values of interface thicknesses. For instance, an an-

#5481 45 proposed to adjust the

ti-trapping current!
solute distribution and avoid the abnormal solute
trapping. This allows quantitative comparisons be-
tween experiments and predictions of microstructur-
al pattern formation for the considerably large scale

simulations both in two and three dimensions.
2. Principle of Quantitative Phase-field Model

The first fully quantitative model was proposed
by Karma and Rappel™™*!. They reported dendritic
growth with pure undercooled melt using a quanti-

tative phase-field method. Considering a simplest
dendrite growth model in solidification of a pure ma-
terial, the sharp interface model can be described by
the following equations,

du=DV*u (1)
UYI:D(911u7_9I1u+) (2)
u;=—dok— v, (3)

where, u= (T — Ty )/(L/C,) is denoted by the di-
mensionless temperature field; ¢ is the time; T is the
environmental temperature; T is the melting tem-
perature; L is the latent heat of melting; and C, is
the specific heat at constant pressure. Far from the
interface, u=—A, where A=(Ty—T..)/(L/C,)
is the dimensionless undercooling and T .. is the ini-
tial temperature of the undercooled liquid. D is the
diffusion coefficient; v, is the normal interface ve-
locity with the unit vector n pointing to the normal
interface direction, and d,u~ and d,u” denote the nor-
mal derivative of u on the liquid (+) and solid (—)
sides of the interface, respectively. Eq. (3) is a ve-
locity-dependent form of the Gibbs-Thomson condi-
tion, which incorporates the nonequilibrium kinetics
of the interface. d, is the capillary length; « is the
local principal curvature of the interface, and B is
the interface kinetic coefficient. Note that both d,
and f3 are related to the surface energy anisotropy,
i.e., do=d,(n) and f=L(n). In three dimensions,
the curvature term can be extended into a more
common form,

927(n)} _

doxi{}’(n)+ag? « (1)

where, Y(n)=7v,a,(n) is the anisotropic surface ener-
gy; 7, is the isotropic part of surface energy; a,(n)
measures the spatially distributed shape of anisotropy;
and «; is the local principal curvatures of the inter-
face. Here, n is the unit vector normal to the inter-
face and 0; are the angles between the normal n and
the two local principal directions on the boundary.
The anisotropic phase-field model can be described
by

F=][W'(n)| V" +f($)+rug($)]dr (5)

F
r<n>9f¢=—% (6)
91u:DV2u+%91h(¢) (7)

where, r=(x, vy, z) denotes the spatial position;
F is the free energy functional; W and 7 are the ani-
sotropic spatial and time parameters, isotropic parts
of which (denoted by W, and z,) evaluate the char-
acteristic length and time scale, respectively; f(¢)
is a double well potential function, with minima at
¢ =—1 and ¢ =+1 that correspond to the liquid and
solid phases, respectively; g (¢) is introduced to
link the minima of the free energy with the diffusion
field; A is a dimensionless coupling coefficient; A (¢ )=
¢ is the simplest function which incorporates latent heat



Download English Version:

https://daneshyari.com/en/article/8004184

Download Persian Version:

https://daneshyari.com/article/8004184

Daneshyari.com


https://daneshyari.com/en/article/8004184
https://daneshyari.com/article/8004184
https://daneshyari.com

