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A B S T R A C T

This study aims at showing that the shear stress distribution on a flat surface in the porous media can be expressed
by just one probability density function. It is known that methane hydrate exists in the sand layers off Kii
Peninsula in Japan within the turbidite sand-mud alternate strata. One of the concerns about gas production from
methane hydrate is mud erosion and consequent reservoir clog caused by skin formation. The erosion rate of mud
particles depends on the shear stress distribution on the surface of the mud layer in the alternates. The distribution
of shear stress should depend on the flow and reservoir properties. Being able to predict the total mass of the
eroded mud in advance would definitely be convenient. The objective of this paper is to propose a mathematical
model of shear stress distribution on a flat interface between sand and mud layers, because it is believed that the
maximum mud-erosion rate is given at the very beginning of the gas production when the mud surface is almost
flat. To obtain the shear stress distribution on a flat surface, we conducted pore-scale numerical simulations using
computational domains including numerically generated sand-mud beds. Interestingly, we found that the histo-
grams of the shear stresses fit just one curve by means of proper non-dimensionalization. These consistent his-
tograms of the non-dimensional shear stress were then matched with a Gamma distribution function, to develop a
mathematical model. This new finding may make possible to predict the maximum rate of mud erosion if we
know water flow velocity and reservoir properties, such as porosity and permeability.

1. Introduction

To produce gas from methane hydrate in the subsea sand-mud
alternate layers, depressurization is considered a feasible method
(Yamamoto, 2014)). During the production of gas, methane gas and
water dissociated by depressurization migrate through the sand-mud
alternates. If the flow is too fast, the surface of the mud layer may be
eroded, possibly resulting in reservoir clog (Yamamoto, 2008). This
process is schematically depicted in Fig. 1. As shown in Fig. 1, mud
erosion is likely to occur on the surface of mud layers, caused by water
flow through the pore space of sand layers.

Yoshida et al. (2016) conducted numerical simulations of mud

erosion using a pore-scale computational domain and concluded that
mud erosion rate has a peak only at the beginning of the production when
the mud surface is almost flat and decreases to almost zero within 10
days. It is, therefore, convenient if we can predict the maximum mud
erosion rate at a particular subsea site in advance.

This study aims at trying to show that shear stress distribution on the
mud surface in sand-mud alternate layers can be expressed by a simple
mathematical model. To obtain shear stress distribution on the flat mud
surface in the pore-scale sand layer, a lattice Boltzmann method (LBM) of
Yoshida et al. (2016) was adopted. The modeling approach follows. (1)
Numerical simulations were conducted in order to draw histograms of
shear stress distribution acting on flat mud surface for various pore
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spaces with different porosities and specific surface areas. (2)
Non-dimensionalization of shear stress was then applied in order to
develop a kind of universal shear stress distribution. (3) Then, we showed
that this non-dimensional distribution can be expressed using the Gamma
probability function. Using this model, the initial and the maximum rate
of mud erosion can be estimated.

Here, the main assumptions we made were (a) that the shear stress
distributions on a flat surface in the sandy porous media were analyzed to
estimate the maximum erosion rate, and (b) that the mathematical model
that can fit the non-dimensional shear stress distribution is the
Gamma function.

2. Materials and methods

2.1. Generation of computational domains

A numerical method for packing sand grains into a pore-scale
computational domain to achieve a required porosity has been devel-
oped by Sugita et al. (2012). The data of sand grain shapes was obtained
using tomography images of sands of methane-hydrate-bearing layers off
Kii Peninsula. We generated 30 sand patterns for each porosity: that is
0.40, 0.42, 0.44, 0.46, 0.48, or 0.50, based on the data of the
hydrate-bearing sand layer off Kii Peninsula, Japan (Suzuki et al., 2015a,
2015b). The edge length of the domain is 200 μm and the number of sand
grains in a domain is 6. A periodic condition is implemented at the
boundaries of the domain. The errors in porosity of the generated sand
patterns were within ±0.001. The domain is divided into 80 � 80 � 80
grids. Fig. 2 displays examples of the generated computational domains.

2.2. Numerical simulation of pore-scale fluid flow

The numerical simulation method is the same as that of Yoshida et al.
(2016) and is also briefly explained here. It should be noted that this
numerical method was already validated by comparing with the theo-
retical solution of the Poiseuille flow and with the eroded mass of mud
measured by Oyama et al. (2016).

Water flows in pore space are computed using the LBM code

originally developed by Sugita et al. (2012) and modified by Sato et al.
(2012) and Yoshida et al. (2016). The code adopts the three-dimensional
(3D) fifteen-velocity model of Qian et al. (1992). Here, the particle dis-
tribution function fi is given by

∂fi
∂t

þ ci⋅∇fi ¼ �1
τ
ðfi � feqi Þ; (1)

where ci is the directions of the particle velocity towards i, and τ is the
relaxation time. The local equilibrium distribution function, fieq, in non-
dimension, is written as

feqi ¼ ρwi

�
1þ 3ci⋅uþ 9

2
ðci⋅uÞ2 � 3

2
u⋅u

�
; (2)

where wi is the weighting factor. The non-dimensional fluid density ρ and
velocity u are expressed as

ρ ¼
X
i

fi; (3)

u ¼
X
i

cifi: (4)

To obtain real velocity, lattice speed c (m/s), expressed as the
following equation, is multiplied by (4).

c ¼ Δx
Δt

; (5)

where Δx (m) is the lattice constant, Δt (s) is the time step. In order to
satisfy the Navier–Stokes equation, the relaxation time τ is tuned by

ν ¼ 1
3

�
τ� 1

2

�
c2Δt; (6)

where ν (m2/s) is the kinetic viscosity of water.
For replicating fluid flows, the following equations are calculated as

the collision and streaming processes:

fiðxþ ciΔt; tþ ΔtÞ ¼ fiðx; tÞ � 1
τ

�
fiðx; tÞ � feqi ðx; tÞ

�
; (7)

fiðxþ ciΔt; tþ ΔtÞ ¼ fiðx; tÞ: (8)

We used a bounce-back boundary condition presented by Bouzidi
et al. (2001) for solid boundaries with curved surfaces.

2.3. Calculation of shear stress

The momentum-exchange method (Ladd, 1994; Mei et al., 2002) is an
efficient way to calculate forces acting on solid surfaces in an LBM. The

Fig. 1. Schematic image of the erosion of mud surface, caused by water flow, in sand-mud alternate layers.

Fig. 2. Examples of pore-scale computational domains with different porosities.
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