
Chaos, Solitons and Fractals 107 (2018) 88–91 

Contents lists available at ScienceDirect 

Chaos, Solitons and Fractals 

Nonlinear Science, and Nonequilibrium and Complex Phenomena 

journal homepage: www.elsevier.com/locate/chaos 

Asymmetric learning ability promotes cooperation in structured 

populations 

Zhilong Deng 

a , ∗, Mao Deming 

b , c , ∗, Dai Dameng 

d , ∗

a School of Electronic Information, Northwestern Polytechnical University, Xi’an 710072, China 
b School of Automation, Northwestern Polytechnical University, Xi’an 710072, China 
c China Electrics Technology Cyber Security Co., Ldt, Chengdu 610041 Sichuan, China 
d College of Physics and Electronic Information Engineering, Wenzhou University, Wenzhou 325035, China 

a r t i c l e i n f o 

Article history: 

Received 29 October 2017 

Revised 16 December 2017 

Accepted 17 December 2017 

Keywords: 

Asymmetric 

Learning ability 

Cooperation 

a b s t r a c t 

In this paper, we consider an asymmetric learning ability in structured population. The rate of strategy 

adoption from one randomly neighbor is controlled by the payoff difference and a factor α. Players of 

type B will think over α ( α > 1) times when he decides whether to adopt his opponent’s strategy. While 

players of type A just consider only once. The concentration of players A and B are denoted by v and 

1 −v and remains unchanged during the simulations. Through numerous computing simulations, we find 

that our new setup of asymmetric learning ability can promote the evolution cooperation in the spatial 

prisoner’s dilemma game. Furthermore, in order to explore the generality of this finding, we have tested 

the results on spatial public good games and random regular graphs. 

© 2017 Published by Elsevier Ltd. 

1. Introduction 

Cooperation is ubiquitous in nature, ranging from human daily 

life, biological, to economical systems. Network reciprocity, pro- 

posed by Nowak and May [1,2] , has been verified to be a powerful 

framework to study the evolution of cooperation. Along with this 

framework, a variety of factors aiming to probe the evolution of 

cooperation has been considered. Such as, aspiration [3,4] , reputa- 

tion [5,6] , reward and punishment [7–10] , social diversity [11,12] , 

asymmetric [13–15] , coevolution setup [16] , loner [17] , different 

network topology [18–20] . 

Teaching and learning ability, as an important feature of indi- 

viduals, has been extensively investigated in the content of evolu- 

tionary games. Szolnoki et al. study the quenched inhomogeneous 

distribution of teaching activity in evolutionary dynamics [21] . Wu 

et al. study the diverse roles of reduced learning ability of players 

in the evolution of cooperation [22] . Tanimoto et al. show their un- 

derstanding about network reciprocity by considering the coexist- 

ing learning and teaching strategies [23] . In real world, the learn- 

ing or teaching ability of individuals may exhibit some heteroge- 

neous instead of homogeneous. As stated in Ref [11] , the dramatic 

improvement in the maintenance of cooperation is observed when 

considering an evolutionary PD game on scale-free structures at a 

low noise level. One may ask: how cooperation fares if we con- 
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sider an asymmetric learning ability. It is worth mentioning that, 

different from previous existing literature [21–23] , here, we pro- 

posed a new asymmetric setup of learning ability and defined as 

follows. Two types of players are distributed randomly on a struc- 

tured population. Here, we denoted as type A and type B , respec- 

tively. Players of type B will think over α ( α > 1) times when he 

decides whether to adopt his opponent’s strategy. While players of 

type A just consider his/her decision only once. Since the probabil- 

ity of update strategy is less than 1. The more the person thinks, 

the less he has the learning ability. Based on this fact, We denote 

that someone who make repeat thinking when he update his strat- 

egy is a player that possess lower learning ability, and vice versa. 

In addition, the concentration of players A and B are denoted by v 

and 1- v and remains unchanged during the simulations. 

The rest of this work is organized as follows: we first de- 

scribe our new setup; subsequently, the main simulation results 

are shown in Section 3 ; last, we summarize our conclusions in 

Section 4 . 

2. Methods 

The evolutionary games are staged on a square lattice or ran- 

dom regular graphs with periodic boundary conditions. Each player 

is designed either as a cooperator or defector with equal proba- 

bility and has four direct neighbors. The weak prisoner’s dilemma 

game is characterized by the temptation to defect T = b, Reward 

for mutual cooperation R = 1, the punishment for mutual punish- 
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Fig. 1. (a) Fraction of cooperation ρc as a function of the temptation to defect b for different values of parameter α, we fix v = 0.8. (b) The fraction of cooperation indepen- 

dence on the temptation to defect b when α = 8 , and v varied. The results are obtained on square lattice. 

ment P as well as suckers’ payoff S equaling 0. Where 1 < b < 2 

and 2 R > T + S promise a proper payoff ranking. For the public 

goods game, each player will participate G different groups. In each 

group, cooperators contribute 1 to the public good, while defec- 

tors contribute nothing. The sum of contributions is subsequently 

multiplied by the enhancement factor r and then equally shared 

amongst the G group members. Here the total payoff of a player is 

the sum of payoffs from all the G groups where he belong to. 

The game is iterated forward in accordance with the Monte 

Carlo simulation procedure comprising the following steps. First, 

a randomly selected player x get his payoff P x by playing the game 

with all his neighbors. Next, one randomly selected player, say y , 

also acquired his payoff P y in the same way. Lastly player x will 

adopt the neighbor’s strategy with a probability depending on the 

payoff difference. 

W = 

( 

1 

1 + exp 

[
P x −P y 

K 

]
) M x 

. (1) 

where K denotes the amplitude of noise [24,25] . The power M x is 

given as 

M x = 

{
α, i f x ∈ B, 

1 , i f x ∈ A, 
(2) 

where the value of α characterized the strength of reduced learn- 

ing activity of player x . When α = 1 , the system will fall into 

homogeneous came where traditional version is recovered. While 

α > 1 lead the system have the heterogeneous feature. In fact, there 

are many real life examples to support our asymmetric setup about 

learning ability. For example. In stock market, some prudent in- 

vestors will think over and over again before he make his final 

choice. Some confident investors, however, make their decisions 

very quickly. 

During one full Monte Carlo step (MCS) each player has a 

chance to adopt one of the neighboring strategies once on average. 

Results of Monte Carlo simulations presented below were obtained 

on 100 × 100 lattices. Key quantity the fraction of cooperators ρc 

was determined within the last 5 ∗10 3 full MCS over the total 5 ∗10 4 

steps. Moreover, since the heterogeneous preference selection of 

neighbors may introduce additional disturbances, the final results 

were averaged over up to 10 independent realizations for each set 

of parameter values in order to assure suitable. 

3. Results 

For easier interpretation, we first present results for the most 

traditional setup, where the square lattice and the weak pris- 

oner’s dilemma game is considered. Fig. 1 (a) shows how cooper- 

ation varies in dependence on the temptation to defect b for dif- 

ferent values of α when v = 0.8. For α = 1 , it will turn to the tra- 

ditional version, where cooperation will go extinct at b = 1.0375. 

α > 1, however, enable the players have the heterogeneous learning 

ability. In this case, cooperation can be remarkably promoted com- 

pared with the traditional version. Especially, the larger the value 

of α, the larger the value of threshold, where cooperation dies out. 

Fig. 1 (b) depicts the fraction of cooperation in dependence on the 

temptation to defect b when α = 8 and v varied. Clearly, we can 

find a similar result as in Fig. 1 (a). when the fraction of players 

that have the lower learning ability become large, the cooperation 

will be enhanced obviously compared with the traditional game 

where the system has no players possess the reduced learning abil- 

ity. In a word, our new setup has beyond the scope of traditional 

network reciprocity and in what follows, we will present results in 

favor of the robustness of this observation, as well as results that 

explain it. 

It well-known that cooperation is affected by the different type 

of interaction network, where in particular the scale free network 

has been proved to be a potent promoter of cooperation. Besides, 

some properties of interaction networks, such as clustering coeffi- 

cient and the average degree of players have also been identified as 

being decisive. Subsequently, we test the robustness by replacing 

the square lattice with the random regular graph in Fig. 2 . Results 

presented are qualitatively identical to our observation in Fig. 1 . 

As expected, taking into account the asymmetric learning ability 

of players has virtually an identical influence on the evolution of 

cooperation despite there are some tiny difference between the re- 

sults of random regular graph and square lattice. Thereby, we have 

come to the fact that the reported observation is independent of 

the topologies of the interaction network. 

Besides different topologies, the results governed by pairwise 

interactions and group interactions also play a crucial role, as re- 

viewed by [26] . With this aim, we going further explore the ro- 

bustness of our findings by replace the prisoner’s dilemma game 

with the public goods game. As illustrated in Fig. 3 . Too the evolu- 

tion of public investment is evaluated when the asymmetric learn- 

ing ability is considered, the promotion effect, however, is less 

striking when the degree of asymmetric continues to increase. In 

fact, this is due to the intrinsic growth rates of both cost and the 



Download English Version:

https://daneshyari.com/en/article/8254192

Download Persian Version:

https://daneshyari.com/article/8254192

Daneshyari.com

https://daneshyari.com/en/article/8254192
https://daneshyari.com/article/8254192
https://daneshyari.com

