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h i g h l i g h t s

• A new concept of multi-scales singular value decomposition entropy is proposed.
• The predictive power of the entropies to DJIAI is analyzed for different time scales.
• The entropy has short-term (not more than one month) predictive power for DJIAI.
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a b s t r a c t

In this paper, a new concept of multi-scales singular value decomposition entropy based
on DCCA cross correlation analysis is proposed and its predictive power for the Dow Jones
Industrial Average Index is studied. Using Granger causality analysis with different time
scales, it is found that, the singular value decomposition entropy has predictive power for
the Dow Jones Industrial Average Index for period less than one month, but not for more
than one month. This shows how long the singular value decomposition entropy predicts
the stock market that extends Caraiani’s result obtained in Caraiani (2014). On the other
hand, the result also shows an essential characteristic of stockmarket as a chaotic dynamic
system.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The efficient market hypothesis proposed by Fama [1] in 1965 is an important foundation of the modern finance theory.
A market is called to be week-efficient market if the price of stock reflects all past publicly available information. If a market
is week-efficient, then the price of stock should walk randomly and the stock market cannot be predicted. In fact, there is
neither absolutely efficient market nor absolutely inefficient market in the real market. Any stock market is on a condition
between efficient and inefficient market, namely, all the stock markets are complex dynamic systems [2]. Therefore, we
should understand stock market from the view of complex science. With the development of nonlinear science, a lot of
nonlinear scientific ideas, methods and technologies have been applied into the research of stock market. A detailed review
is presented in Ref. [3].

Recently, Caraiani [4] did a research about the predictive power of the singular value decomposition entropy for stock
market. He found that the singular value decomposition entropy has predictive power for the Dow Jones Industrial Average
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Index. Following Caraiani, Gu et al. [3] investigated predictive power of the singular value decomposition entropy for Chinese
Shenzhen stock market. They found that, the predictive power of the entropy for the Shenzhen component index is affected
by the structural break in stock market, and the entropy only has predictive power for the Shenzhen component index after
the reform of non-tradable shares.

Entropy is a kind of measurement of the uncertainty of system state as well as an index reflecting the complex degree
of signals. The larger the value of entropy is, the more complex the signals are, and the more abundant information the
signals contain. However, the entropy proposed by Caraiani [4] is based on the singular value decomposition for the Pearson
correlation coefficient matrix. It is known that the Pearson correlation coefficients only describe linear correlation of the
series. So, the singular value decomposition entropy based on the matrix composed of Pearson correlation coefficients only
reflects simple (linear) correlation information between the prices of stocks. In fact, the correlations between the prices of
stocks are quite complex as the stock market is a quite complex dynamic system. These complex correlations between the
prices of stocks usually display nonlinear relations that cannot be described by the singular value decomposition entropy
based on the Pearson correlation coefficients matrix. So, one cannot better understand the predictive power of the singular
value decomposition entropy for stock index employing the notion proposed by Caraiani [4].

Using the technique of multifractal analysis, Zebende [5] proposed a new nonlinear correlation coefficient, DCCA cross-
correlation coefficient, which can quantify the level of cross-correlation between two series with non-stationary and non-
Gaussian distribution. The outstanding advantage of this coefficient is that it can measure the correlations between two
financial time series with the different time scales. Based on the DCCA cross-correlation coefficient, we introduce in this
paper a new concept of multi-scales singular value decomposition entropy, and investigate its predictive power for the
Dow Jones Industrial Average Index employing linear and nonlinear Granger causality test with different time scales. This
can help us to better understand the predictive power of the singular value decomposition entropy for stock index with
different time scales.

This paper is organized as follows. The following section is dedicated to an introduction about the DCCA cross-correlation
coefficient and multi-scales singular value decomposition entropy. Section 3 introduces the linear and nonlinear Granger
causality test used to analyze the predictive power of entropy for stock market. Data and its basic statistical analysis are
presented in Section 4. The analysis about predictive power of multi-scales singular value decomposition entropy for the
Dow Jones Industrial Average Index with different time scales is presented in Section 5. The last section is a brief conclusion.

2. Correlation matrix and singular value decomposition entropy

2.1. Pearson correlation matrix

The most popular measure of correlation of two time series is Pearson correlation coefficient, which is the ratio of their
co-variance to the product of the two standard deviations.

Assume that Sk is kth component stock in the index of some stock market and Skt is the closing prices of Sk at term t . The
Pearson correlation coefficient between stocks Si and Sj is calculated as follows:

Pi,j =
⟨(Sit − ⟨Sit⟩)(Sjt − ⟨Sjt⟩)⟩

σiσj
(1)

where ⟨·⟩ denotes the mean value and σk denotes the standard deviation of the stock Sk.
The Pearson correlation coefficient Pi,j describes the degree of linear correlation between prices of stock Si and Sj. The

bigger the absolute value of Pearson correlation coefficient is, the stronger the linear correlation of the two stock prices
could be.

We denote by P the matrix composed of Pearson correlation coefficients Pi,j, i.e.,

P = (Pi,j), (2)

which is called correlationmatrix of index of the stock market. The correlationmatrix offers to us the information about the
degree of linear correlation between component stocks of index of the stock market.

The application of correlationmatrix can retrospect toMantegna’swork [6]. He proposed an information filteringmethod
using minimum spanning tree. This work has been generalized by Tumminello et al. [7], who proposed an information
filtering method using maximal planar graph and suggested that the maximal planar graph contains more information than
minimum spanning tree. As a result of huge effect of financial crisis to global economy, some authors tried to study how to
detect the stock dynamic change and probability of future crisis through information from correlationmatrix (Song et al. [8],
Kenett et al. [9] and Peron et al. [10]).

2.2. DCCA cross-correlation matrix

The Pearson correlation coefficient is not robust. It is affected by the outliers, also non-stationarity or non-Gaussian
distribution. Recently, Zebende [5] proposed a new nonlinear correlation coefficient, the DCCA cross-correlation coefficient,
in order to quantify the level of cross-correlation between two series with non-stationary and non-Gaussian distribution.
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