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Guruswami and Resch proved that a random Fq-linear 
rank-metric code is list decodable with list decoding radius 
attaining the Gilbert–Varshamov bound [8]. Furthermore, in 
Hamming metric, random linear self-orthogonal codes can 
be list decoded up to the Gilbert–Varshamov bound with 
polynomial list size [11]. Motivated by these two results and 
the potential applications of self-orthogonal rank-metric codes 
in network coding and cryptography [20], [18] and [5], we 
focus on investigating their list decodability. In this paper, 
we prove that with high probability, a random Fq-linear self-
orthogonal rank-metric code over Fn×m

q can be list decoded 
up to the Gilbert–Varshamov bound with polynomial list size. 
In addition, we show that an Fqm -linear self-orthogonal rank-
metric code of rate up to the Gilbert–Varshamov bound with 
exponential list size.
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1. Introduction

Rank-metric codes have received many attentions because of their applications in 
network coding [20], [12], storage systems [19], cryptography [5], [18] and space–time 
coding [15]. A rank-metric code is a collection of matrices over a finite field and the 
distance between two codewords is defined as the rank of their difference. In 1951, Loo-
Keng Hua [10] introduced rank-metric as “arithmetic distance” and then this metric 
was considered in coding theory by Delsarte [1]. In 1985, Gabidulin gave a construction 
of a class of rank-metric codes which achieves the Singleton bound, called Gabidulin 
codes [4].

A fundamental challenge in coding theory is to efficiently decode the original trans-
mitted message even when a few symbols of the received word are erroneous. To surpass 
the limit of unique decoding radius, we consider list decoding. In the late 50’s, Elias [3]
and Wozencraft [23] introduced the concept of list decoding. Compared with unique 
decoding, list decoding can output a list of codewords which contains the correct trans-
mitted codeword rather than outputting a unique codeword. The information rate, list 
decoding radius and list size are important parameters in list decoding. Since the in-
formation rate and list decoding radius are to represent the efficiency of a code and its 
error correcting ability, respectively, we want those two parameters to be large. On the 
other hand, list size is to represent the output size of the decoder and a very large list 
size is undesirable [7, p. 22, section 1.3, paragraph 3].

Finding good list decodable rank-metric codes attracts more and more researchers. 
Wachter-Zeh [21] proved that it is impossible to list decode square Gabidulin codes 
beyond half of the minimum rank distance for some instances of parameters. Moreover, 
no polynomial-time list decoding algorithms have been found to decode Gabidulin codes 
beyond half of the minimum rank distance. Furthermore, there exists a rank-metric 
code whose list size is exponential when the decoding radius is larger than half of the 
minimum rank distance [22]. Mahdavifar and Vardy [16] showed that one can efficiently 
list decode folded Gabidulin code up to the Singleton bound. However, the output list 
size of their algorithm is exponential in the length of the code. Ding [2] revealed that 
the Singleton bound is the list decoding barrier for any rank-metric code. With high 
probability, the decoding radius and the rate of random rank-metric codes satisfy the 
Singleton bound with constant list size. In addition, the Gilbert–Varshamov bound is 
the list decoding barrier of Fq-linear rank metric codes. Guruswami and Xing [9] gave 
an explicit construction of subcodes of some Gabidulin codes, which can be list decoded 
up to the Singleton bound. Based on these results, S. Liu, C. Xing and C. Yuan showed 
that with high probability, a random subcode of a Gabidulin code can be list decoded 
with decoding radius far beyond the unique decoding radius in [14]. However, for random 
Fq-linear rank-metric codes, when the list decoding radius is beyond half of the minimum 
distance, the list size becomes exponential. Recently, Guruswami and Resch decreased 
the list size of random Fq-linear rank-metric codes. In [8], the list decodability of random 
Fq-linear rank-metric codes can attain the Gilbert–Varshamov bound with polynomial 
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