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Abstract

The power consumption is a key metric to design computing platforms. In particular, the variety and complexity of current applica-
tions fueled an increasing number of run-time power-aware optimization solutions to dynamically trade the computational power for
the power consumption. In this scenario, the online power monitoring methodologies are the core of any power-aware optimization,
since the incorrect assessment of the run-time power consumption prevents any effective actuation. This work proposes PowerTap,
an all-digital power modeling methodology for designing online power monitoring solutions. In contrast with state-of-the-art so-
lutions, PowerTap adds domain-specific constraints to the data-driven power modeling problem. PowerTap identifies the power
model iteratively to balance the accuracy error of the power estimates and the complexity of the final monitoring infrastructure. As
a representative use-case, we employed a complex hardware multi-threaded SIMD processor, also considering different operating
clock frequencies. The RTL implementation of the identified power model targeting an Xilinx Artix 7 XC7A200T FPGA highlights
an accuracy error within 1.79% with an area overhead of 9.95% (LUT) and 3.87% (flip flops) and an average power overhead of
12.17 mW regardless of the operating conditions, i.e., number of software threads and operating frequency.
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1. Introduction

The power consumption represents a major obstacle to any
advancement in computing technologies, limiting the perfor-
mance of both embedded and high performance computing
(HPC) platforms. On one hand, embedded and portable devices
operate within tight power budget constraints to prolong their
battery lifetime. On the other hand, HPC platforms, that aim
to maximize the performance, are becoming hot-spot limited
since the performance increase is restricted by both the maxi-
mum junction temperature and the cost of the required cooling
systems. While the literature contains several ad-hoc solutions
to optimize the power and energy metrics of both the on-chip
interconnect [1, 2] and the cache hierarchy [3, 4], the power
consumed by the compute unit cores, i.e. microprocessors and
accelerators like GPUs, represents a major component of the
power budget in such systems, particularly in embedded and
mobile platforms. As a consequence, the research community
has explored an increasing number of online power monitor-
ing techniques aimed at optimizing the trade-off between power
and performance [5, 6, 7, 8]. Unlike special-purpose hard-
ware, general-purpose units like microprocessors and GPUs
pose significant challenges both because they are inherently less
power efficient and more difficult to characterize by means of
closed power models, due to the strong dependence on the soft-
ware workloads. Furthermore, because general-purpose units
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are meant to provide the largest degree of flexibility to soft-
ware applications, they are usually overprovisioned in terms
of hardware resources and a significant portion of their sub-
components stay idle, depending on the requirements of the
specific application (or application phase) being run [9]. On
the other hand, the well-known dark silicon problem makes it
impossible to concurrently power all the parts of the computing
device due to the impossibility of dissipating the full amount
of generated heat [10]. In this scenario, online power-aware
optimization techniques may play a key role in that they allow
the dynamic tuning of the available computing capacity aimed
at maximizing the energy efficiency under given thermal con-
straints.

However, the effectiveness of such optimization techniques
is critically subject to the employed power monitoring method
as the incorrect assessment of the power state of the system
strongly affects the quality of the actuation with a negative im-
pact on the power efficiency on the platform. At run-time, the
power consumption can be read out as either a direct mea-
surement or an indirect estimate. The direct measurement is
achieved by means of analog sensors providing highly accu-
rate power values at high temporal resolution. However, such
solution suffers from a severe scalability issue that limits the de-
ployment of more than few sensors even in complex designs and
the use of complex mixed analog-digital design methodologies
to implement them. This fact also prevents the identification
of the thermal hot-spots at run-time, thus negatively impacting
the reliability of the computing platform [11]. In contrast, the
indirect estimate is achieved by means of a power model of the
target architecture that is fed with the platform statistics at run-
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