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HIGHLIGHTS

System priors allow researchers to incorporate economically meaningful priors.

Any economically meaningful feature of the model can be used to form a system prior.
System priors are easy to implement within existing Bayesian toolKkits.

System priors help prevent unintended consequences of marginal independent priors.
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This paper introduces “system priors” into Bayesian econometrics and provides an illustrative application.
Unlike priors on individual parameters, system priors offer and efficient way of formulating economically-
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meaningful priors about model properties. Illustrative example restricts output gap dynamics to business-
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1. Introduction

This paper introduces “system priors”, a simple and tractable
way of employing economically meaningful a priori judgment
about model properties in statistical inference. Often, there are
situations where the a priori beliefs of analysts relate to features
of the full model, features that are non-linear functions of indi-
vidual coefficients — often with no closed-form solution. There
are also situations where the individual model parameters are
hard to interpret and to elicit priors about, whereas the model
system properties are easy to interpret and can be readily com-
municated to researchers, policymakers, and interested audience.
These are all situations where system priors offer a solution to the
problem.

Examples of system priors include views on steady-states of
the model variables or their growth rates (Villani, 2009; Del Negro
and Schorfheide, 2008), beliefs on plausible shape and magnitude
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of impulse-response (Kociecki, 2010), or expert judgment about
policy scenarios, say sacrifice ratio after permanent disinflation
shock (Andrle and Benes, 2013). Prior views related to spectral
characteristics of the model, such as filter frequency-response
function (Andrle and Briha, 2017), coherence between variables
or duration of business cycles (this paper and Jarociriski and Lenza,
2016) are also natural candidates for system priors.

The contribution of the paper is twofold. In comparison to
other literature, our approach aims at maximum generality and
simplification to equip researchers with easily accessible tool ad-
dressing a wide range of potential applications. Second, we pro-
vide a concise and standalone exposition of the approach. While
similar approaches have been used in the literature, they are often
buried inside the papers or in their technical appendices. The
common principles that underline ad-hoc approaches may thus go
unnoticed. To illustrate our approach to system priors, we use an
example of a stationary second-order auto-regressive - AR(2) -
process (for a cyclical component of output) and incorporate a
prior belief that most of its variance comes from business-cycle
frequencies.
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Fig. 1. Parameter regions for different priors. Note: Hexagonal binning density plot. Upper left panel: normally distributed independent marginal priors for ¢; and ¢, ; upper
right: identical priors restricted to the stationarity region; bottom left: stationarity + at least 60% of the variability comes from business-cycle frequencies; bottom right:

stationarity + the share of business-cycle frequencies given by Y .
2. System priors

The estimation of models with system priors closely follows
the general principles of Bayesian inference. The difference rests in
the form of the prior distribution formulation. We assume that the
joint prior beliefs about a (k x 1) vector of individual parameters, 6,
of a model M are expressed using independent marginal probabil-
ity distributions, i.e., as: p; () = pm (01) X - - - X pm (B). We further
assume that given the observed data, Y, it is possible to evaluate
the likelihood function of the model, L(Y | 6; M) for different
parameter values. Applying Bayes’ law, the posterior distribution
of the parameters is proportional to the product of the likelihood
and the prior distribution:

p(0 | Y; M) o< L(Y | 6; M) X pm(6). (1)

Now let us incorporate a priori views about the model’s system
features. Let us define a feature of interest, r, that a prior view will
be formulated about. The feature, r, is a function of the individual
parameters 0 given the model M: r = h(9; M). We assume that
the feature can be evaluated for different parameter values. As in
the case of the individual parameters, the prior beliefs about the
values of feature r can be summarized by a functional form that
best captures analysts’ views. We will call it the “system prior”
and denote it as ps (r; h, M) = ps(h (6) ; M). Putting together the
effects of the marginal prior, the system prior, and the likelihood
function, the posterior distribution of the parameters emerges as

p(0 | Y; M) ocL(Y | 65 M) x [ps(h(6); M) x pm(6)]. (2)

The form of the posterior kernel in (2) is intuitive, read from the
right to left. For a given value of parameter 6, the posterior distri-
bution is based on a two-step updating process. In the first step the

marginal prior, py,, is updated with the system priors, ps, resulting
in a composite prior distribution. Updating with system priors
can also be understood as combining priors on parameters with
artificial likelihood function that arises from a stochastic model
with the structure r = h(6; M). As the system priors operate on
functions of parameters, the composite prior p. = [ps(h(6); M)x
pm(0)] implies restrictions on individual coefficients but generally
not in a unique or invertible way. In the second step, the composite
prior beliefs are updated with the information contained in the
data using a likelihood function of the model. Estimation with
system priors thus represents a two-layer approach: beliefs about
the parameters are complemented with beliefs about the model
properties and then combined with information in the data.

To analyze the implications of the composite joint prior dis-
tribution in greater detail, computations analogous to posterior
sampling in (2) are needed, with evaluation of the conventional
likelihood function switched off.! In practical applications, the
advantage of system priors is that existing Bayesian computations
and computer code can stay almost unchanged when system priors
are used. Metropolis—Hastings or Sequential Monte Carlo (SMC)
methods are easily applicable.?

T In some applications, an option would be to entirely discard information
arising from the conventional likelihood and combine parameter priors with any
preferred loss function.

2 The codes R and Matlab/Iris toolbox and Dynare for DSGE and VAR models are
available upon request or at http://michalandrle.weebly.com/systempriors. Also,
the European Central Bank’s toolbox YADA for New-Area Wide Model (NAWM)
features implementation of system priors following this paper, http://www.texlips.
net/yada/.
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