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Highlights

• The paper proposes a data-driven algorithm to deal with the block-sparsity

recovery problem.

• A recurrent neural network with LSTM block is introduced to capture the

intra-structure of signals.

• The algorithm is no need for the prior knowledge of partition patterns.
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