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1. A comparison has made on the outcome of ELM, OSELM and RBPNN prediction models. 

2. Model includes prediction strategies without feature reduction techniques. 

3. Model includes prediction strategies with statistical feature reduction technique. 

4. Model includes prediction strategies with optimized feature reduction techniques.  

5. This study has also explored on 3, 5, 7, 12 and 15 window sizes.  
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