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Abstract

This paper is concerned with the simultaneous estimation of k population means when one suspects that the k means
are nearly equal. As an alternative to the preliminary test estimator based on the test statistics for testing hypothesis
of equal means, we derive Bayesian and minimax estimators which shrink individual sample means toward a pooled
mean estimator given under the hypothesis. It is shown that both the preliminary test estimator and the Bayesian
minimax shrinkage estimators are further improved by shrinking the pooled mean estimator. The performance of the
proposed shrinkage estimators is investigated by simulation.
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1. Introduction

Consider the multivariate k-sample problem expressed in the following canonical form: p-variate random vectors
X1, . . . , Xk and a positive scalar random variable S are mutually independent and distributed as

X1 ∼ Np(µ1, σ
2V1), . . . , Xk ∼ Np(µk, σ

2Vk), S/σ2 ∼ χ2
(n), (1)

where the p×1 means µ1, . . . ,µk and the scale parameter σ2 are unknown, and V1, . . . ,Vk are p×p known and positive
definite symmetric matrices. In this model, we want to estimate µ1, . . . ,µk simultaneously relative to the quadratic
loss function

L(δ,ω) =
1
σ2

k∑

i=1

∥δi − µi∥2Qi
=

1
σ2

k∑

i=1

(δi − µi)
⊤Qi(δi − µi), (2)

where Q1, . . . ,Qk are p × p known and positive definite symmetric matrices, ∥a∥2A = a⊤Aa with a⊤ standing for the
transpose of a, ω = (µ1, . . . ,µk, σ

2) is a vector of unknown parameters and δ = (δ1, . . . , δk) esimates (µ1, . . . ,µk).
A typical example of Model (1) is a k-sample problem. For i ∈ {1, . . . , k}, a random sample of size ni is drawn

from the ith population, say Xi1, . . . , Xini ∼ Np(µi, σ
2Vi,0), where Vi,0 is a known matrix. In this case, Xi, Vi, S , and

n in (1) correspond to

Xi =

ni∑

j=1

Xi j/ni, Vi,0/ni, tr



k∑

i=1

V−1
i,0

ni∑

j=1

(Xi j − Xi)(Xi j − Xi)⊤

,

k∑

i=1

(ni − 1)p,

respectively. Another example of (1) is k linear regression models such that y1 = Z1β1 + ε1, . . . , yk = Zkβk + εk,
where yi is an ni × 1 vector of observations, βi is a p × 1 vector of regression coefficients, Zi is an ni × p matrix of
explanatory variables and εi is an ni × 1 vector having Nni (0, σ2Ini ). In this case, Xi, Vi, S and n in (1) respectively
correspond to

β̂i = (Z⊤i Zi)−1Z⊤i yi, (Z⊤i Zi)−1,

k∑

i=1

∥yi − Ziβ̂i∥2Ini
,

k∑

i=1

(ni − p).
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