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Highlights

• SLPP incorporates graph regularization into symmetric low-rank repre-

sentation.

• SLPP derives the symmetric low-rank representation coefficients of data.

• The similarity matrix obtained by SLPP characterizes the global structure

of data.

• The similarity matrix obtained by SLPP reveals the local structure of

data. SLPP exhibits general learning ability of subspace learning in two

manners.
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