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Abstract

The dialog state tracker is one of the most important modules on task-oriented dialog systems, its accuracy strongly affects the

quality of the system response. The architecture of the tracker has been changed from pipeline processing to an end-to-end

approach that directly estimates a user’s intention from each current utterance and a dialog history because of the growth in the

use of the neural-network-based classifier. However, tracking appropriate slot-value pairs of dialog states that are not explicitly

mentioned in user utterances is still a difficult problem. In this research, we propose creating feature vectors by using inference

results on an external knowledge base. This inference process predicts associative entities in the knowledge base, which contrib-

ute to the dialog state tracker for unseen entities of utterances. We extracted a part of a graph structure from an external knowl-

edge base (Wikidata). Label propagation was used for inferring associative nodes (entities) on the graph structure to produce

feature vectors. We used the vectors for the input of a fully connected neural network (FCNN) based tracker. We also introduce a

convolutional neural network (CNN) tracker as a state-of-the-art tracker and ensemble models of FCNN and CNN trackers. We

used a common test bed, Dialog State Tracking Challenge 4 for experiments. We confirmed the effectiveness of the associative

knowledge feature vector, and one ensemble model outperformed other models.
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1. Introduction

Dialog state tracking (DST) is known as an important component of task-oriented dialog systems (Young et al.,

2010; Thomson and Young, 2010; Williams et al., 2016). DST is a task of tracking user intentions (dialog frame)

from input utterances and dialog history. Dialog state tracking challenges (DSTCs) have been held to provide a com-

mon test bed for DST (Williams et al., 2013). DSTC, DSTC2, and DSTC3 provide human-computer dialog corpora

for estimating a user’s dialog states (Williams et al., 2013; Henderson et al., 2014a; 2014b). DSTC4 and DSTC5
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provide human-human dialog corpora for estimating the states. The difficulties of estimating human-human conver-

sation are the large intentional space and collecting enough data for covering the space.

Throughout the previous DSTCs, discriminative methods, which directly predict dialog frames, performed

well (Henderson, 2015). Recurrent neural network (RNN) based approaches competitively performed well on

DSTC2 (Henderson et al., 2014c). RNN approaches were also competitive to other approaches for DSTC4 and

5 (Yoshino et al., 2016; Hori et al., 2016); however, convolutional neural network (CNN) based approaches outper-

formed RNN-based approaches and were reported as being the state-of-the-art for DSTC5 (Shi et al., 2016b; 2016a).

These approaches used distributed word representation such as word2vec or GloVe (Mikolov et al., 2013; Penning-

ton et al., 2014) for their input features. However, the lack of information obtained from input features is still a prob-

lem from two viewpoints. The first is that it is challenging to find any unseen slot-values of dialog state frames that

are not observed in a user utterance. The second is data size; the number of annotated dialog data is limited, and the

number of output states is explosively large.

External knowledge such as ontology is a pivotal component for solving the problem of a lack of information in

inputs. However, handcrafted ontologies are not capable of being extended without professionals. Due to the growth

of the world wide web (WWW), a variety of knowledge bases (KBs) is publicly available (Bollacker et al., 2008;

Vrande�ci�c and Kr€otzsch, 2014). In Ma et al. (2015), a method of ontology extension was proposed uses external

KBs. These KBs contain entities and properties that are transformed into a graphical model. It is possible to find

associative entities by using the structure of KBs to fill a lack of input information.

In this paper, we propose a method of creating an associative knowledge feature vectors (AKFVs) highly capable

of expressing the meaning of an utterance by using unobservable information in utterances. The feature vectors

include information obtained from global associative entities. A fully connected neural network (FCNN) with the

proposed feature vectors comparably performed the state-of-the-art CNN-based dialog state tracker. Moreover, an

ensemble of the proposed method and the CNN-based tracker outperformed the CNN-based tracker and achieved

the best score for neural-network-based trackers for DSTC4.

2. Related works

2.1. Dialog state tracking challenge 4

Dialog State Tracking Challenge 4 (DSTC4) is a common test bed for dialog state tracking and is aimed at achiev-

ing more human-like dialog systems by using a human-human conversation corpus for a sightseeing domain. The

corpus is a collection that a total of 21 hrs of conversation between 3 tour guides and 35 tourists on Skype. It is

divided into training, development, and test set, which respectively contain 14, 6, and 15 dialog sessions. Each dialog

session has been manually transcribed, and dialog frames have been annotated for each sub-dialog level. A sub-dia-

log means any turns of the dialog session.

The total number of utterances within sub-dialog segments is 20,641. The challenge of DSTC4 is a task of

tracking dialog frames for sub-dialog segments, where a frame contains a topic and slot-value pairs. An ontol-

ogy is also given data, and it contains all possible slot-value pairs under each topic. The slot-values represents

intention in the human conversation, and the ontology indicates the knowledge of possible human intentions

for this domain.

Annotations are given to each sub-dialog segment. The topics are sub-domains under the sightseeing domain, and

topics are annotated to the all sub-dialog segments. Topics are categorized into five classes: accommodation, attrac-

tion, food, shopping, and transportation. A state frame is given for all sub-dialog segments. The frames contain sev-

eral slot-value pairs, which represent intentions in conversation within each sub-dialog. For example, the slot-value

annotation at the accommodation topic frame might have a slot called “type” that represents “What kind of accom-

modation style?”, and corresponding values could be filled with hotel, hostel, etc.

The ontology is given to ensure estimation of slot-value pairs since it contains all topics and possible pairs in a

hierarchical structure. The structure has three layers. The top layer has five topics, and the middle layer has multiple

slots that are each dependent on a topic. The bottom layer has values, which depend on a slot. Therefore, a higher

layer has more abstract information, and a lower layer has more specific information as shown in Table 1. The num-

ber of all slot-value pairs is 5608, so the task requires estimation within a large intentional space.
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