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ABSTRACT
Grazing trials are critical to advance 

the understanding and management of 
complex systems involving land, plants, 
and animals. Experiments provide data 
that are directly useful to managers and 
that are required for parameterizing 
and ground-truthing models. However, 
grazing trials are expensive to conduct. 

Because of their resource-consuming 
nature, many facilities and studies are 
often lacking in adequate replication. In 
light of this, grazing researchers should 
focus on designing experiments that have 
adequate statistical power to detect the 
differences among treatments that they 
suspect actually exist or that are mean-
ingful to managers or other researchers. 
Power in grazing trials could potentially 
be improved by increased tolerance of 
type I or II errors; increasing the df in 
the denominator of F-tests; and reducing 
experimental, sampling, and measure-
ment errors. These could be accomplished 
in multiple ways through experimental 
design choices, selection of variables to 
measure, and how carefully measure-
ments are made. Suggestions for these 
approaches and decision aid tools to 
evaluate their effectiveness are provided. 
A final approach to increasing power of 
grazing experiments is to plan for and 
use meta-analysis to its full potential. 
Ultimately, grazing researchers must con-
tinually seek and apply new techniques to 
achieve adequate power for the specific 
resources they have and the specific ques-
tions they seek to answer.
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INTRODUCTION
Grazing trials are a vital component 

to understanding and improving man-
agement of grazing systems. Many 
traits of grazing systems are difficult 
to model with our current under-
standing of animal behavior, physi-
ological response to grazing, plant and 
soil responses under grazing, and so 
on. However, grazing trials are also 
expensive to conduct. They typically 
require larger land areas than small-
plot, agronomic trials or pen-based, 
feedyard trials. Many times, the key 
variable of interest may be one best 
measured on a landscape scale, such 
as native range species composition, 
necessitating large areas for research. 
These large areas many times require 
inputs and management in relation 
to their size (fertilizers, fences, and so 
on). In addition, the animals needed 
to implement the desired treatments 
are often expensive to buy and main-
tain. Because of these factors, infra-
structure to do experiments is often 
limited, further increasing the “oppor-
tunity cost” of doing a grazing trial; 
one experiment typically physically 
displaces another potential experi-
ment (Riewe et al., 1989).
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Fewer students are being instructed 
in the methods available to conduct 
grazing experiments. Ironically, the 
more grazing research that is done, 
the harder it becomes to find differ-
ences. This is because the large effects 
are easiest to find and therefore found 
first. Grazing research in the future 
will continue to chase ever smaller 
effects (Giesbrecht, 1989). Because 
grazing trials are both expensive and 
important, the most should be made 
of the inputs, time, and effort put 
into them. One way to ensure the 
most is made of grazing trials is to 
design the proposed studies to have 
adequate power to detect differences 
among treatments that the experi-
menters would consider meaningful 
or likely. That is to say, the resources 
might best be used for another experi-
ment if the proposed study is unlikely 
to have sufficient power to detect 
differences that the experimenters 
would want to be able to detect. It 
is important for the experimenter to 
think about the treatment differences 
they seek to estimate. If for example, 
the entire population of herds getting 
a treatment, let us call it treatment 
A, were accurately measured for the 
response of interest and the entire 
population of herds getting another 
treatments, let us call it treatment 
B, were accurately measured for the 
same response, it is very unlikely that 
the difference in the mean response 
would be 0. But the difference may be 
too small to be biologically or eco-
nomically important. However, if the 
true difference between treatments 
is biologically or economically im-
portant, it is preferable to be able to 
detect that difference. Considering the 
potential value of livestock gain, it is 
not unusual for treatment differences 
to be large enough to be meaningful. 
There is a significant penalty for mak-
ing a type II error when the difference 
is meaningful.

POWER: A REVIEW
Prospective statistical power is 

the probability of a test or study to 
reject a false null hypothesis, i.e., to 
avoid a type II error. A study that 

has sufficient power (often researchers 
will consider 80% sufficient) provides 
evidence to detect a difference that 
is real most the time. That is, it will 
detect the difference 80% of the time 
when power is 80%. Power is influ-
enced by several factors, mainly, the 
true magnitude of the differences 
among treatments, the type I error 
rate used in the test (α), variability 
in the measured response, and sample 
size. (Often, the point of doing an 
experiment is to determine the magni-
tude of the differences among treat-
ments, and we do not know this value 
a priori. In this case, the investigator 
should choose a magnitude that would 
be considered a meaningful difference, 
either from a biological or economic 
perspective.) These 4 factors can be 
manipulated by researchers to achieve 
a desired level of power. Additional 
discussion of power, including equa-
tions for calculating it, can be found 
in Steele et al. (1997).

To illustrate the types of errors and 
what power is, Monte Carlo experi-
ments were conducted. The Monte 
Carlo experiments were conducted by 
first generating a synthetic popula-
tion of steers where the true ADG 
for each steer given the 3 treatments 
was known. In the base case, the true 
steer ADG for the control treatment 
was sampled from a random normal 
distribution (mean = 0.65 kg/d, SD 
= 0.15 kg/d). The true steer ADG for 
the plus 10% and plus 30% treat-
ments were equal to the control ADG 
plus 0.065 and 0.195 kg/d, respec-
tively (i.e., the effects are additive 
and the plus 10% and plus 30% treat-
ments always add 0.065 and 0.195 
kg/d to the control ADG). For each 
simulated 90-d experiment in the base 
case, 162 steers were sampled and 
treatments were assigned to steers 
completely at random, so that there 
were 54 steers in each treatment. True 
initial BW for the sampled steers were 
between 165 and 291 kg. Measured 
initial BW was the true initial BW 
plus measurement error (assumed 0 
in the base case). Measured final BW 
was the true initial weight plus the 
true gain (true ADG times 90 d) plus 
measurement error (again, assumed 0 

in the base case). Finally, measured 
ADG was the measured gain (mea-
sured final weight minus measured 
initial weight) divided by 90 d. An 
ANOVA was performed to deter-
mine whether ADG differed among 
treatments. Furthermore, the prob-
ability of a difference for all pairwise 
contrasts was also determined. Each 
simulated experiment was repeated 
1,000 times, and the distribution of P-
values for the F-test and all pairwise 
contrasts were evaluated to character-
ize power.

P-values from 4,000 contrasts made 
in the Monte Carlo experiments are 
shown in Figure 1. This includes 3,000 
contrasts using the base case with 
control versus 10% as “10%,” 10% 
versus 30% as “20%,” and control ver-
sus 30% as “30%” and 1,000 contrasts 
from another scenario where the true 
effect of the plus 10% treatment had 
been replaced with 0 (i.e., no true ef-
fect). As expected, in the case of null 
or no difference among treatments, 
P-values are uniformly distributed 
in the range of 0 to 1, and 5% of the 
experiments produced P-values of 
0.05 or less (i.e., below the dashed 
line). These 5% of experiments would 
be interpreted as having a significant 
effect of treatment, when in fact there 
was no effect. This is a type I error. 
It can be seen from this figure that α 
controls the type I error rate in the 
case of the null hypothesis being true.

Power becomes an issue when the 
null hypothesis is false, i.e., there is 
a true difference among treatments. 
This can be seen in the case of the 
10, 20, and 30% treatments. The 
distribution of P-values still ranges 
from 0 to 1 but is now skewed toward 
0. In the 10% difference case, 26% of 
the P-values are less than or equal to 
α, indicating that this experimental 
design detected the difference 26% 
of the time (i.e., power). In the 30% 
treatment, there is a similar scenario, 
except that power is now 96% because 
there is a bigger difference that is 
more likely to be detected. Now, 96% 
of the P-values are below or equal to 
α. Stated another way, the type II er-
ror rate was controlled to 4%, and out 
of 25 experiments conducted, only 1 
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