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This paper introduces a new variant of the game Nim–Bounded Greedy Nim. This game is 
a combination of Bounded Nim and Greedy Nim. We present a complete solution to this 
game, which generalizes the solution of Greedy Nim.
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1. Introduction

In the well-known game Nim, one or more heaps of stones are provided. Two players take turns removing at least 
one stone from any one heap. The player who takes away the last stone wins the game. Bouton [3] developed a complete 
mathematical theory for this game in 1902. Since then, many variants of Nim have been studied in the literature. For 
example, Nimk , introduced by Moore [8] in 1910, is a variation of Nim in which the players are allowed to remove stones 
from up to k heaps, where k is a fixed integer. Bounded Nim, introduced by Schwartz [9] in 1971, is a variation of Nim 
in which the number of stones removed in each turn is no more than a given constant. Greedy Nim, introduced by Albert 
and Nowakowski [2] in 2004, is a variation of Nim in which the players always remove stones from the largest heap. Other 
Nim-type games can be found in [1], [4], [5], [6], [7], [10], [11].

In this paper, we propose a new game, Bounded Greedy Nim, which is a combination of Bounded Nim and Greedy Nim. 
The game is played as in ordinary Nim except that each player can only remove stones from the largest heap, and the 
number of removed stones is no more than a given constant.

Let k be a fixed positive integer. The game k-bounded greedy nim is played by two players, P1 and P2, who make moves 
in turn. There is a collection of heaps of stones. The player making the current move chooses a number 1 ≤ t ≤ k and takes 
away t stones from the largest heap (so t must be no larger than the number of stones in the largest heap). The player who 
takes away the last stone wins the game.

We denote a collection of heaps of stones by a sequence S = (x1, x2, . . . , xn) of nonnegative integers in non-decreasing 
order, which means that there are n heaps, and the ith heap has xi stones. For convenience, we shall always assume 
that n ≥ 3 and allow xi = 0 i.e., a heap may have 0 stones. If x1 = 0, then we view the sequence S = (x1, x2, . . . , xn) to 
be equivalent to the sequence (x2, . . . , xn). We call such a sequence a position. A position is called an N-position if the 
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next player has a winning strategy. Otherwise the previous player has a winning strategy and it is called a P-position. By 
convention, the position (0, 0, . . . , 0) is a P-position.

In the remainder of the paper, we denote by P1 the next player, and by P2 the previous player.

Example 1. Consider the case that k = 3. Assume S = (1, 1, 1, 5). We show that S is a P-position. We shall show that P2
has a winning strategy. In the first round, P1 removes t stones from the last heap, where 1 ≤ t ≤ 3. After P1’s move, the 
position becomes (1, 1, 1, 5 − t). Then P2 removes 4 − t stones from the last heap, so the position becomes (1, 1, 1, 1). The 
game will end in two more rounds, with P2 removing the last stone and hence wins the game. If S = (1, 1, 2, 5), then this 
is an N-position i.e., P1 has a winning strategy. In his first move, P1 removes 3 stones from the last heap, so the position 
becomes (1, 1, 2, 2). Then the game will end in two or three more rounds, with P1 removing the last stone and wins the 
game.

2. Solution for bounded greedy nim

If k = 1, then the P-positions are precisely those in which the total number of all the stones is even, as each move takes 
away exactly one stone.

In the following, let k ≥ 2 be a fixed integer. We denote by P the set of all P-positions. In this section, we give a 
characterization of all the P-positions (hence all the N-positions) for this game.

To prove that a position S is a P-position, it suffices to show that for any legal move from S , the resulting position S ′
is not a P-position i.e., S ′ /∈ P. To prove that a position is an N-position, we need to show that P1 has a move, so that after 
his move, the resulting position S ′ is a P-position i.e., S ′ ∈ P. In the following, we shall denote by S the current position, 
and by S ′ the next position.

For positive integers a and m, let Ra(m) be the remainder after division of m by a i.e., Ra(m) = m − a�m/a�.
First we consider the case xn−2 = 0 i.e., there are at most two heaps with a positive number of stones.

Theorem 2. Suppose S = (x1, x2, . . . , xn) is a position for k-bounded greedy nim, where xi = 0 for 1 ≤ i ≤ n −2. Then S is a P-position 
if and only if Rk+1(xn − xn−1) = 0.

Proof. The proof is by induction on the total number x = ∑n
i=1 xi of the stones. If x = 0, then Rk+1(xn − xn−1) = 0 and by 

our convention, S is a P-position.
Let xn − xn−1 = m(k + 1) + �, m ≥ 0, 0 ≤ � ≤ k.
Necessity. Assume that Rk+1(xn − xn−1) 	= 0, so 1 ≤ � ≤ k. P1 removes � stones from xn , then S ′ = (x′

1, x
′
2, . . . , x

′
n) with 

x′
j = x j for all 1 ≤ j ≤ n − 1, and x′

n = xn − �. As Rk+1(x′
n − x′

n−1) = 0 and x′
n−2 = xn−2 = 0, by the induction hypothesis, S ′ is 

a P-position.
Sufficiency. Assume that Rk+1(xn − xn−1) = 0 i.e., � = 0, and P1 removes t stones from the heap of size xn , where 

1 ≤ t ≤ min{xn, k}. For the resulting position S ′ = (x′
1, x

′
2, . . . , x

′
n), we have x′

n−2 = 0 and Rk+1(x′
n − x′

n−1) = Rk+1(|xn −
xn−1 − t|) = k + 1 − t 	= 0. So S ′ is not a P-position (and hence is an N-position). �

In the remainder of this section, we assume that xn−2 > 0.

Definition 3. Suppose S = (x1, x2, . . . , xn) is a position with xn−2 > 0. For 1 ≤ i ≤ n, let

β(S) = n − 1 − min{ j : x j = xn−2},
which is the number of repetitions of the value of xn−2 in the sequence (x1, x2, . . . , xn−2).

Definition 4. Suppose a, b, c, k are four positive integers, where a ≤ b ≤ c and k ≥ 2. We say the triple (a, b, c) is k-good if 
one of the following holds:

(i) Rk+1(b − a) = 0 and Rk+1(c − b) = k;
(ii) 1 ≤ Rk+1(b − a) ≤ k − 1 and Rk+1(c − b) = 0;
(iii) Rk+1(b − a) = k and Rk+1(c − b) = 1.

As shown in Theorem 6 below, for a position S = (x1, x2, . . . , xn), if β(S) is odd, then what matters is whether 
(xn−2, xn−1, xn) is k-good; if β(S) is even, then what matters is whether Rk+1(xn − xn−1) = 0.

Example 5. Consider the case that k = 3. If S1 = (5, 5, 5, 5, 8), then β(S1) = 3 is odd, and (5, 5, 8) satisfies (i) of the defini-
tion of k-good. Similarly, for S2 = (5, 5, 5, 5, 9), β(S2) = 3 is odd, and (5, 5, 9) is not k-good. For S3 = (1, 1, 5, 6), β(S3) = 2
is even, R4(6 − 5) 	= 0. For S4 = (1, 1, 5, 5), β(S4) = 2 is even and R4(5 − 5) = 0.
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