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Abstract Data perturbation is one of the popular data mining techniques for privacy preserving.

A major issue in data perturbation is that how to balance the two conflicting factors – protection of

privacy and data utility. This paper proposes a Geometric Data Perturbation (GDP) method using

data partitioning and three dimensional rotations. In this method, attributes are divided into groups

of three and each group of attributes is rotated about different pair of axes. The rotation angle is

selected such that the variance based privacy metric is high which makes the original data recon-

struction difficult. As many data mining algorithms like classification and clustering are invariant

to geometric perturbation, the data utility is preserved in the proposed method. The experimental

evaluation shows that the proposed method provides good privacy preservation results and data

utility compared to the state of the art techniques.
� 2016 Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

20

21 1. Introduction

22 There are many data mining techniques that have enabled suc-
23 cessful extraction of patterns and knowledge from huge

24amounts of data. Organizations use this information for deci-
25sion making in order to gain customer satisfaction. While data
26mining is providing successful advancements in areas like
27machine learning, statistics and artificial intelligence, it is often
28associated with the mining of information that can compro-
29mise confidentiality. This aspect supports increasing ethical
30concerns regarding sharing of personal information for data
31mining activities (Alan, 1999). Privacy preserving data mining
32(PPDM), techniques transform the data to preserve privacy.
33PPDM is not only to preserve privacy during mining phase
34but also needs to consider the privacy issues in other phases
35of knowledge discovery like data preprocessing and postpro-
36cessing (Xu et al., 2014). It addresses the problems faced by
37an organization or person when the sensitive information lost
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38 or misused by the third party data miner. Hence the data need
39 to be modified so that the third party data miner will not get
40 any idea of the sensitive information. At the same time the util-
41 ity of the data should be preserved. The aim of data perturba-
42 tion is to release aggregate information that can be used for
43 mining, without leaking individual information by introducing
44 uncertainty about individual values (Agrawal and Srikant,
45 2000). It is found that selectively preserving multidimensional
46 geometric information will help to achieve better privacy as
47 well as data utility. Many data mining models like linear clas-
48 sifiers, support vector machine and Euclidean distance based
49 clustering algorithms are invariant to geometric perturbation
50 (Chen and Liu, 2011). This means that the classifiers trained
51 on the geometrically perturbed data and that trained with orig-
52 inal data have almost the same accuracy. In this paper a three
53 dimensional geometric rotation of data is proposed to perturb
54 the data before releasing it to the third party data miner.

55 2. Literature review

56 Over the past few years, several approaches have been proposed
57 by various research groups for privacy preserving data mining.
58 Initially few basicmethods like randomaddition andmultiplica-
59 tion were introduced which were prone to almost all kinds of
60 attacks. Later, some efficient techniques that maintain the bal-
61 ance between data utility and privacy are also proposed. Some
62 of the major approaches (Aggarwal and Philip, 2008) are data
63 perturbation, data swapping, k-anonymization, cryptography
64 basedmethods, rule hidingmethods and secure distributedmin-
65 ing techniques.
66 There are two major data perturbation approaches namely
67 probability distribution approach and data value distortion
68 approach. In probability distribution approach (Liew et al.,
69 1985), the data are replaced with another sample from the
70 same distribution. In data value distortion, data elements are
71 perturbed by either additive noise, multiplicative noise or some
72 other randomization procedures. Noise Additive Perturbation
73 perturbs the dataset by the addition of noise. Generally the
74 Gaussian distribution is used to generate the noise value.
75 The more the correlation of noises is similar to the original
76 data, the more the preservation of privacy. Principal Compo-
77 nent Analysis (PCA) and Bayes Estimate (BE) techniques have
78 been extensively studied to estimate the reconstruction aver-
79 sion of randomization techniques (Huang et al., 2005). Other
80 methods of perturbation include multiplicative perturbation
81 (Chen and Liu, 2008), rotation perturbation (Huang et al.,
82 2005; Chen and Liu, 2011) and multi-dimensional perturbation
83 (Chen and Liu, 2005). In another approach (Oliveira and
84 Zaane, 2004) logarithmic transformation is applied to the data
85 first, and then a predefined multivariate Gaussian noise is
86 added and then took the antilog of the noise-added data.
87 In data swapping (Fienberg and McIntyre, 2004) the data-
88 base is transformed by swapping values of sensitive attributes
89 among records and hence create uncertainty about the sensi-
90 tive data. k-Anonymity model (Sweeney, 2002; Gionis and
91 Tassa, 2009) uses data generalization and suppression methods
92 and the data are released only if the information for each per-
93 son contained in the release cannot be distinguished from at
94 least (k-1) other people. In kd-tree based perturbation method
95 (Li and Sarkar, 2006) data are partitioned recursively into
96 smaller subsets and the sensitive data in the subsets are

97perturbed using the subset average. A privacy preserving dis-
98tributed data mining technique based on multiplicative ran-
99dom projection matrices (Liu et al., 2006) is proposed to
100preserve the statistical characteristics of data while improving
101the privacy level. Cryptographic techniques (Pinkas, 2002) are
102also proposed for privacy preserving data mining. Chen et al.
103propose a multiparty collaborative privacy preserving mining
104method (Chen and Liu, 2009) that securely unifies multiple
105geometric perturbations that are preferred by different parties
106using concept of keys. In Association Rule Hiding approach
107(Verykios et al., 2004) the database is transformed to hide
108the sensitive rules. New data mining algorithms like random
109decision tree (Vaidya et al., 2014), modified Bayesian network
110(Yang and Wright, 2006) and SVM classifier (Lin and Chen,
1112011) specially for PPDM are also proposed.
112This paper aims to take forward the work done in (Oliveira
113and Zaane, 2004) where two dimensional rotations have been
114used as a method for data modification in order to preserve
115privacy. In the proposed approach the attributes are divided
116in groups of three and then rotation perturbation is applied
117such that the data preserve their internal Euclidean distances.

1183. Materials and methods

1193.1. Min–Max normalization

120The normalization method used is the MIN_MAX method.
121This method maps the value of an attribute v lies between
122the range min and max to a new value v0 which lies between
123the range newmin and newmax.
124

m0 ¼ ðm�min=ðmax�minÞÞ � ðnewmax� newminÞ þ newmin
126126

127Here to standardize the data, all the attributes values are
128mapped between a range 0.0 and 5.0

1293.2. Three dimensional rotation (3DR)

130In 2DR the axis of rotation is always perpendicular to the xy
131plane, i.e., the Z axis. In 3DR the axis of rotation can have any
132spatial orientation. i.e., X-axis or Y-axis or Z-axis depending
133on the underlying plane. The rotation matrices, equations
134and spatial representations for each of the axes of rotation
135are listed in Table 1.
136In double rotation the data are rotated twice along different
137axes for better data perturbation i.e., three axes pairs xy, yz
138and xz. Using the associative nature of matrix, the rotation
139matrices Rxy, Ryz and Rxz can be calculated as shown in Fig. 1.

1403.3. Proposed method

141In this paper a 3-dimensional rotation transformation (3DRT)
142approach is proposed which distorts the data by rotating three
143attributes at a time along two different axes without compro-
144mising the mining results.

1453.3.1. Pre-processing

146The data matrix D is assumed to have only numeric attributes.
147The data matrix before perturbation needs to be normalized to
148standardize it so that during rotation the Euclidean distance
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