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a b s t r a c t

In this study, data mining and knowledge discovery techniques were employed to validate their efficacy
in acquiring information about the viscoelastic properties of vapor-grown carbon nanofiber (VGCNF)/
vinyl ester (VE) nanocomposites solely from data derived from a designed experimental study. Formula-
tion and processing factors (VGCNF type, use of a dispersing agent, mixing method, and VGCNF weight
fraction) and testing temperature were utilized as inputs and the storage modulus, loss modulus, and
tan delta were selected as outputs. The data mining and knowledge discovery algorithms and techniques
included self-organizing maps (SOMs) and clustering techniques. SOMs demonstrated that temperature
had the most significant effect on the output responses followed by VGCNF weight fraction. SOMs also
showed how to prepare different VGCNF/VE nanocomposites with the same storage and loss modulus
responses. A clustering technique, i.e., fuzzy C-means algorithm, was also applied to discover certain pat-
terns in nanocomposite behavior after using principal component analysis as a dimensionality reduction
technique. Particularly, these techniques were able to separate the nanocomposite specimens into differ-
ent clusters based on temperature and tan delta features as well as to place the neat VE specimens (i.e.,
specimens containing no VGCNFs) in separate clusters. Most importantly, the results from data mining
are consistent with previous response surface characterizations of this nanocomposite system. This work
highlights the significance and utility of data mining and knowledge discovery techniques in the context
of materials informatics.

� 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Data mining is a field at the intersection of computer science
and modern mathematical analysis [1–4]. It is used for discovering
patterns in large datasets using predictive modeling techniques,
where hidden data trends can be found [2]. The overall goal of
the data mining process is to extract information from a large com-
plex dataset and transform it into an understandable structure,
thus enabling knowledge discovery. This transformation of mas-
sive amounts of structured and unstructured data into information
and then into new knowledge using a myriad of data mining tech-
niques is one of the great challenges facing the engineering com-

munity. The use of data mining techniques in the context of
materials science and engineering is considered an important
extension of materials informatics [5–8]. This interdisciplinary
study integrates computer science, information science, and other
domain areas to provide new understanding and to facilitate
knowledge discovery. Materials informatics is a tool for material
scientists to interpret vast amounts of experimental data through
the use of machine learning approaches integrated with new visu-
alization schemes, more human-like interactions with the data,
and guidance by domain experts. It can also accelerate the research
process and guide the development of new materials with select
engineering properties. Material informatics is being fueled by
the unprecedented growth in information technology and is driv-
ing the interest in the application of knowledge representation/dis-
covery, data mining, machine learning, information retrieval, and
semantic technology in the engineering disciplines.

There are several recent published applications utilizing
material informatics and data mining. Hu et al. [9] used material
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informatics to resolve the problem of materials science image data
sharing. They presented an ontology-based approach that can be
used to develop annotation for non-structured materials science
data with the aid of semantic web technologies. Yassar et al. [10]
developed a novel computational model based on dislocation
structures to predict the flow stress properties of 6022 aluminum
alloy using data mining techniques. An artificial neural network
(ANN) model was used to back-calculate the in situ non-linear
material parameters and flow stress for different dislocation
microstructures [10]. Sabin et al. [11] evaluated an alternative sta-
tistical Gaussian process model, which infers a probability distri-
bution over all of the training data and then interpolates to make
predictions of microstructure evolution arising from static recrys-
tallization in a non-uniform strain field. Strain, temperature, and
annealing time were the inputs of the model and the mean loga-
rithm of grain size was its output. Javadi and Rezania [12] provided
a unified framework for modeling of complex materials, using evo-
lutionary polynomial regression-based constitutive model
(EPRCM), integrated in finite element (FE) analysis, so an intelli-
gent finite element method (EPR–FEM) was developed based on
the integration of the EPR-based constitutive relationships into
the FE framework. In the developed methodology, the EPRCM
was used as an alternative to the conventional constitutive models
for the material. The results of the analyses were compared to
those obtained from conventional FE analyses. The results indi-
cated that EPRCMs are able to capture the material constitutive
behavior with a high accuracy and can be successfully imple-
mented in a FE model.

Brilakis et al. [13] presented an automated and content-based
construction site image retrieval method based on the recognition
of material clusters in each image. Under this method, the pixels of
each image were grouped into meaningful clusters and were sub-
sequently matched with a variety of pre-classified material sam-
ples. Hence, the existence of construction materials in each
image was detected and later used for image retrieval purposes.
This method has allowed engineers to meaningfully search for con-
struction images based on their content. Sharif Ullah and Harib
[14] presented an intelligent method to deal with materials selec-
tion problems, wherein the design configurations, working condi-
tions, as well as the design-relevant information are not precisely
known. The inputs for this method were: (1) a linguistic descrip-
tion of the material selection problems (expressing the required
levels of material properties/attributes and their importance),
and (2) the material property charts relevant to the linguistic
description of the problem. The method was applied to select opti-
mal materials for robotic links and it was found that composite
materials were better than metallic materials for robotic links.

A class of advanced materials, nano-enhanced polymer compos-
ites [15], have recently emerged among the more traditional struc-
tural metals. Polymer nanocomposites have been used in a variety
of light-weight high-performance automotive composite structural
parts where improved specific properties and energy absorption
characteristics are required [16]. Though polymer nanocomposites
have recently been widely investigated [17,18], they have never
been studied in the context of material informatics. Therefore,
the purpose of this study is to apply data mining and knowledge
discovery techniques, as a proof of concept, to a thermosetting va-
por-grown carbon nanofiber (VGCNF)/vinyl ester (VE) nanocom-
posite system. Nouranian et al. [19–21] and Torres et al. [22]
developed a relatively large dataset for this material system suit-
able for data mining. This study seeks to use this dataset to demon-
strate the usefulness of knowledge discovery and data mining
techniques for nanocomposite material property characterization.

VGCNFs are commercially viable nanoreinforcements with
superb mechanical properties [23]. VEs are thermosetting resins
suitable for automotive structural composites due to their superior

properties in comparison with unsaturated polyesters [20–22,
24,25]. Incorporating VGCNFs into VEs may provide improved
mechanical properties relative to the neat matrix. These mechani-
cal properties, however, are dependent on the degree of VGCNF
nanodispersion in the matrix achieved during the mixing stage of
the process. Examples of good and poor nanofiber dispersion in
the matrix are given in Fig. 1, where two transmission electron
micrographs of VGCNF/VE specimens are compared. Large nested
groups of nanofibers (agglomerates) are a sign of poor VGCNF dis-
persion in the matrix, often resulting in inferior mechanical
properties.

Data mining and knowledge discovery techniques can help dis-
cover and map patterns in the physical, mechanical, and system
properties of VGCNF/VE nanocomposites, thereby aiding the nano-
composite design, fabrication, and characterization without the
need to conduct expensive and time-consuming experiments.

In this study, several unsupervised knowledge discovery tech-
niques were used to explore a large VGCNF/VE dataset [19]. The
dataset consisted of 240 data points each corresponding to the
combinations of five input design factors and three output re-
sponses, i.e., a total of eight ‘‘dimensions.’’ The dimensions in data
mining are the combination of both inputs and outputs of the
developed model. The dimensions of the VGCNF/VE dataset are
VGCNF type, use or absence of dispersing agent, mixing method,
VGCNF weight fraction, temperature, storage modulus, loss modu-
lus, and tan delta (ratio of loss to storage modulus), where the last
three dimensions correspond to measured macroscale material
properties. Kohonen maps [26,27], or self-organizing maps (SOMs),
were applied to the dataset in order to conduct a sensitivity anal-
ysis of all of these factors and responses. In addition, principal
component analysis (PCA) [28] was used to provide a two-dimen-
sional (2-D) representation of nanocomposite data. This facilitated
application of the fuzzy C-means (FCM) clustering algorithm
[29,30] to characterize the physical/mechanical properties of
VGCNF/VE nanocomposites.

2. Materials and methods

A brief summary of the statistical experimental design and test-
ing procedures to generate the VGFCNF/VE dataset is given here. A
more detailed discussion can be found in [19–21].

2.1. Statistical experimental design

The effect of five input design factors on the viscoelastic proper-
ties (storage and loss modulus) of VGCNF/VE nanocomposites were
investigated using a general mixed-level full factorial experimental
design [31]. These carefully selected factors, based on the state-of-
the-art formulation and processing procedures, included: (1)
VGCNF type (designated as A), (2) use of a dispersing agent (B),
(3) mixing method (C), (4) VGCNF weight fraction in parts per hun-
dred parts of resin (phr) (D), and (5) the temperature (E) used in
dynamic mechanical analysis (DMA) testing. Experimental design
factors and their associated levels are given in Table 1.

A total of 2 � 2 � 3 � 5 � 4 = 240 ‘‘treatment combinations’’
(different combinations of the factor levels in Table 1) were ran-
domized to eliminate bias in preparing the specimens. Each treat-
ment combination resulted in three specimens prepared from the
same material batch [20,21]. Each specimen was tested using a dy-
namic mechanical analyzer (single cantilever/flexure mode) to
measure average storage modulus, loss modulus, and tan delta
for each treatment combination. Storage and loss moduli are dy-
namic mechanical properties and indicative of the polymer nano-
composite’s stiffness and energy dissipation capability,
respectively.
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