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a  b  s  t  r  a  c  t

Objective:  Large  health  care  datasets  normally  have  a hierarchical  structure,  in terms  of levels,  as the data
have  been  obtained  from  different  practices,  hospitals,  or regions.  Multilevel  regression  is  the  technique
commonly  used  to  deal with  such  multilevel  data.  However,  for the statistical  analysis  of  interactions
between  entities  from  a domain,  multilevel  regression  yields  little  to  no  insight.  While  Bayesian  networks
have  proved  to be useful  for  analysis  of interactions,  they  do  not  have  the  capability  to deal  with  hierar-
chical  data.  In this  paper,  we  describe  a new  formalism,  which  we  call multilevel  Bayesian  networks;  its
effectiveness  for  the  analysis  of hierarchically  structured  health  care  data  is  studied  from  the  perspective
of multimorbidity.
Methods:  Multilevel  Bayesian  networks  are  formally  defined  and  applied  to analyze  clinical  data  from  fam-
ily practices  in The  Netherlands  with  the  aim  to predict  interactions  between  heart  failure and  diabetes
mellitus.  We  compare  the  results  obtained  with  multilevel  regression.
Results:  The  results  obtained  by  multilevel  Bayesian  networks  closely  resembled  those  obtained  by multi-
level  regression.  For  both  diseases,  the  area  under  the  curve  of  the  prediction  model  improved,  and  the net
reclassification  improvements  were  significantly  positive.  In addition,  the models  offered  considerable
more  insight,  through  its internal  structure,  into  the  interactions  between  the diseases.
Conclusions:  Multilevel  Bayesian  networks  offer  a suitable  alternative  to  multilevel  regression  when ana-
lyzing  hierarchical  health  care  data.  They  provide  more  insight  into  the  interactions  between  multiple
diseases.  Moreover,  a multilevel  Bayesian  network  model  can  be used  for the  prediction  of  the  occur-
rence  of  multiple  diseases,  even  when  some  of  the  predictors  are  unknown,  which  is typically  the case
in medicine.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Health care research is often done using clinical data that con-
tain a hierarchical structure—they have levels as its said—as the data
have been obtained from different practices, hospitals, or regions.
Since patients within the same practice are often more alike than
two randomly chosen patients, they will likely have some corre-
lation on variables related to the practice. Statistical analyses that
ignore these correlations will lead to results that are statistically
invalid [1]. Commonly used statistical techniques such as logis-
tic regression do not allow incorporating the characteristics of the
different levels in the hierarchy. Therefore, multilevel regression
methods are often used to analyze such data. The books [2,3] offer
an overview of such methods.

In the artificial intelligence literature, probabilistic graphical
models, such as Bayesian networks [4], have had a significant
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impact on the modeling and analysis of the patient data [5]. The
edges in the graphical model represent probabilistic relationships
between specific patient variables for a disease of interest. Bayesian
networks allow for the integration of medical domain knowledge,
and clinical expertise can be modeled explicitly. Moreover, clinical
knowledge derived from clinical health care data can be used to
further refine and validate the model.

In this paper, we combine multilevel modeling and learning with
Bayesian network modeling. This can be useful in complex domains,
for example, when studying the problem of multimorbidity,  i.e., the
epidemiology of patients with multiple diseases. Multimorbidity
is often analyzed using multilevel regression, as it requires a large
amount of data coming from different sources in order to study
the interaction between diseases. Moreover, it is a typical problem
where Bayesian networks can be useful, as expert knowledge is
needed, and representing multiple diseases requires scaling up to
models containing a large number of variables.

Since Bayesian networks have already been successfully applied
to model single diseases [5–11], and also for multiple dis-
eases [12–16], the research question is whether and how it is
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possible to adopt the multilevel approach for Bayesian networks.
In that way we would be able to explore complex health care data
that is hierarchically structured using Bayesian networks with the
advantage that, in contrast to multilevel logistic regression, mod-
els are obtained that offer a clear representation of the interactions
between multiple diseases.

The main contribution of this paper is that it introduces a
new representation of multilevel disease models using Bayesian
networks, which we call multilevel Bayesian networks. It has the
advantage that it is at least as powerful as multilevel logistic regres-
sion, yet supports, in contrast to multilevel logistic regression,
gaining new insights into the interactions between multiple dis-
eases.

Using patient data from family practices in The Netherlands, we
applied this framework to obtain a prediction model for multiple
chronic diseases, namely diabetes and heart failure. The effec-
tiveness of multilevel Bayesian networks has been studied by
comparing the resulting model to the traditional models based on
multilevel regression analysis.

2. Related research

Multimorbidity is the health care problem where we  focus on
in this paper, although multilevel Bayesian networks may  have
other applications as well. We  start, therefore, by introducing the
research context.

Although in the current aging society multimorbidity is the
norm rather than something rare, in medicine there is still a focus
on single diseases with respect to their comorbidities, rather than
that multimorbidity is considered in total. This is often done by
studying the prevalence and significance of specific factors for pre-
dicting the presence or the absence of specific diseases, typically
by applying (multilevel) regression methods where the variance
of the observations is minimized with respect to a linear or logis-
tic model. Where multimorbidity should be studied by exploring
the interactions between diseases with associated signs and symp-
toms in their full generality, in practice current research explores
this only in a very restrictive fashion.

For example, prevalence of multimorbidity has been studied in
family practices [17,18], sometimes by clustering of specific dis-
eases [19]. Multimorbidity indices are a way to measure specific
types of multimorbidity within a population. A systematic review of
these indices can be found in [20]. These methods illustrate the size,
impact and complexity of multimorbidity, but give little insight into
interactions between diseases.

Multilevel regression has many applications in the social sci-
ences and in medicine; however, it was not especially designed
to model multimorbidity [21–23]. In [24] complex hierarchical
patient data were used to analyze the predictive value of cardio-
vascular diseases for hypertension and diabetes mellitus. Since both
diseases are analyzed separately, the results only give a preliminary
view on correlations between cardiovascular diseases.

Various Bayesian network models for multiple disease have
been developed since the beginning of the 1990s. Examples are
Pathfinder [12,13], Hepar II [15] and MUNIN [25]. They deal with
multiple diseases, although belonging to the same class. One of few
existing exceptions is QMR-DT [26,27], as it covers a broad sub-
set of internal medicine. However, it was never meant for actual
use. All these Bayesian network models have been constructed
based on expert opinion and engineering background knowledge.
They did only incorporate known disease interactions; they were
not meant for uncovering new disease interactions. This explains
why dealing with multilevel data was not seen as a problem. In
this paper we make an important step forwards in this respect,
as Bayesian network models are learned in order to gain insight

into the interactions between diseases. Without the capability to
deal with hierarchical data, using multilevel methods, such learning
results are statistically unsound.

Bayesian networks have also been used in algorithms for learn-
ing patient-specific models from clinical data to compare mixed
treatments and to predict disease progression [28,29]. Somewhat
confusingly, the adjective ‘hierarchical’ is also used in connection
to Bayesian networks. For example, nested, hierarchical Bayesian
network allow one to define genetic models that can be reused
[30]. Hierarchical Bayesian networks have also been proposed as an
aggregating abstraction [31] that clusters variables closely related
to each other. This all closely relates to object-oriented Bayesian
networks [32], but there is no relationship to multilevel anal-
ysis where the hierarchy stands for nested data from different
groups.

Eventually, one would preferably obtain models for health care
data that can handle multimorbidity, and have the ability to be per-
sonalized, i.e., put observations on the patient into the underlying
probabilistic model and obtain updated parameters that specifi-
cally account for that patient. Such personalized models help to
obtain specific advice that relates to the patient’s health status. The
probabilities of the underlying model could be extracted from exist-
ing clinical research or from available patient data, using a valid
method that takes interactions between diseases into account.

To illustrate the type of relationships that can occur, we show
in Fig. 1 at the left-hand side the typical relationships between
variables for a single disease, and at the right-hand side the
integration of multiple diseases into one graphical model. Rep-
resenting multiple diseases in one model avoids redundancy of
separate representations and has the advantage that it shows
where diseases interact. Mutual dependences may concern dis-
eases, therapies, pathophysiology, symptoms, signs, and lab results,
and modeling interactions explicitly, allows us to make better
decisions for patients having multiple diseases. In fact, the archi-
tecture of networks such as MUNIN [25] is similar, as it also
models diseases in terms of their pathophysiology and patient
findings.

3. Preliminaries

In this section, the basic concepts are introduced that we will use
in the following sections. Before moving on to Bayesian networks
and multilevel regression we first review basic probability theory
putting emphasis on multivariate probability distributions.

3.1. Probability theory

Disease variables can be seen as random variables, either dis-
crete or continuous, each with their own distribution. Random
variables are denoted by uppercases, e.g., X, and lowercases, e.g.,
x, indicate their values. Binary variables have the values x and x.
We assume there is a multivariate probability distribution over the
set of random variables X, denoted by P(X). The joint probability
distribution of two  disjoint sets X and Y is denoted as P(X, Y).

Furthermore, a probability distribution is defined by a proba-
bility density function fX for the continuous case, or a probability
mass function fX, for the discrete case. The marginal distribution
of Y ⊆ X is then given by summing (or integrating) over all the
remaining variables: P(Y) =

∑
Z=X\YP(Y, Z). A conditional probabil-

ity distribution P(X|Y) is defined as P(X, Y)/P(Y), for positive P(Y).
Corresponding conditional density or mass functions are denoted
by fX|Y. Two variables X and Y are said to be conditionally inde-
pendent given a third variable Z, if P(X|Y, Z) = P(X|Z), for any value
of Y, also denoted as X � PY|Z. If, in contrast, these variables are
(conditionally) dependent, this is denoted by X PY|Z
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