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Abstract

Small variations in how a task is designed can lead humans to trade off one set of strategies for another. In this paper

we discuss our failure to model such tradeoffs in the Blocks World task using ACT-R�s default mechanism for selecting

the best production among competing productions. ACT-R�s selection mechanism, its expected value equation, has had

many successes (see, for example [Anderson, J. R., & Lebiere, C. (Eds.). (1998). Atomic components of thought. Hills-

dale, NJ: Lawrence Erlbaum Associates.]) and a recognized strength of this approach is that, across a wide variety of

tasks, it tends to produce models that adapt to their task environment about as fast as humans adapt. (This congruence

with human behavior is in marked contrast to other popular ways of computing the utility of alternative choices; for

example, Reinforcement Learning or most Connectionist learning methods.) We believe that the failure to model the

Blocks World task stems from the requirement in ACT-R that all actions must be counted as a binary success or failure.

In Blocks World, as well as in many other circumstances, actions can be met with mixed success or partial failure.

Working within ACT-R�s expected value equation we replace the binary success/failure judgment with three variations

on a scalar one. We then compare the performance of each alternative with ACT-R�s default scheme and with the

human data. We conclude by discussing the limits and generality of our attempts to replace ACT-R�s binary scheme

with a scalar credit assignment mechanism.
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1. Introduction

Few tasks are so new as to require the invention

of strategies that have never been used by the task

performer. Hence, in many situations, settling on a
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strategy or set of strategies for performing a task is

not so much a matter of learning new strategies as

it is learning which strategy, out of a set of already

acquired strategies, is best adapted to the current
task environment.

Two remarkable aspects of this adaptation are

that it is usually continuous and often unguided.

Strategy selection continues to change and evolve

even when the task performed is a routine act such

as making photocopies of a book chapter (Agre &

Shrager, 1990). This process occurs despite the ab-

sence of supervision or explicit guidance. In fact,
performance improves far beyond what would be

expected if, for each step, the choice among n pos-

sible alternatives were based solely on local consid-

erations of utility. Generally, the class of non-local

cumulative-effects models (Davis, Staddon, Mach-

ado, & Palmer, 1993) required to explain this

behavior is known as unsupervised learning (Sut-

ton & Barto, 1998). This is in contrast to super-
vised learning (such as is used in most neural

networks) where the learning agent is told not only

when it errs, but also how it should have behaved

differently.

This paper is motivated by our attempts to

model strategy selection in a Blocks World para-

digm using ACT-R. First we introduce Blocks

World and the empirical phenomena we seek to
model. Second, in ACT-R a type of non-local

cumulative effects model referred to as the ex-

pected value equation (Anderson et al.; Anderson

& Lebiere, 1998) determines which of two or more

alternative strategies will be selected. After intro-

ducing the expected value equation, we present

data from two variations of a model that uses

the default equation. The variations differ by
whether we update expected value after each strat-

egy is executed, or whether we update after the en-

tire task is completed. We then discuss reasons

why the ACT-R mechanism is inadequate for

modeling Blocks World. Third, we present three

variations of ACT-R�s expected value equation

and present data from the original model run with

each variation. For each, we discuss how the vari-
ation influenced model behavior as well as its fit or

misfit to the empirical data. Fourth, we present re-

sults from two variations of an abstract model

that uses ACT-R�s expected value equation, but

replaces nearly all else with estimates obtained di-

rectly from the human data. (As before, the varia-

tions differ in terms of when expected value is

computed.) Fifth and finally, we summarize our
work and draw conclusions regarding the Blocks

World task specifically, our variations for calculat-

ing expected value, as well as the implications of

our results for ACT-R.

2. Blocks World

Blocks World is a simple task that has been

used to study the tradeoff between interaction-in-

tensive and memory-intensive strategies (Ballard,

Hayhoe, & Pelz, 1995; Fu & Gray, 2000; Gray &

Fu, 2000; Gray, Sims, Fu, & Schoelles, in prepara-

tion). The task is to copy a pattern of colored

blocks shown in the Target window to the Work-

space window, using the colored blocks in the
Resource window (for our version see Fig. 1).

2.1. The Blocks World studies

Each trial begins with a random placement of

8 colored blocks into empty spaces (defined by an

invisible 4 · 4 grid) in the Target window. Unlike

Fig. 1. The Blocks World task at the start of a new trial. In the

actual task all windows are covered by gray boxes and at any

time only one window can be uncovered. (The labels do not

appear in the actual task. The Start/Stop button is shown at the

lower right.)
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