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Abstract

Two versions of the entity-relationship model (ERM) are compared in this empirical study. One model

grammar uses optional properties and the other employs mandatory properties and subtypes. The optional

grammar produces apparently less complex models than the mandatory with subtypes. An ontological

analysis indicates that mandatory properties may be superior to optional properties in providing clearer

representations. The Cognitive Theory of Multimedia Learning is used to hypothesize superior local infor-
mation provided by mandatory properties can lead to improved viewer understanding of a model. An

experiment comparing the two ERM grammars is described and results confirm the use of mandatory rela-

tionships leads to improved understanding even though the model is apparently more complex. These

results suggest clarity within the model may be more important than the apparent complexity of the model

when a model is used for developing domain understanding.
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1. Introduction

Analysts often strike a balance between simplicity and complexity when communicating
information system requirements. Too much complexity may overwhelm the audience with de-
tail; too simple a description may hide important issues. The choice between simplicity and
complexity is especially important for communication in the early phases of systems analysis.
Communication tools used in these early phases are often termed conceptual models. These con-
ceptual models describe ‘‘aspects of the physical and social world around us for the purposes of
understanding and communication’’ Mylopulos [29, p. 2]. Kung and Solvberg [20] suggest
conceptual models support communication between stakeholders and Rolland and Cauvet [33]
indicate conceptual models serve to mediate between users� requirements and systems design.2

Thus, it is important that conceptual models be understandable to stakeholders, analysts and
designers.

Our objective in this paper is to demonstrate how the issue of simplicity versus complexity in
conceptual modeling can be studied by combining theoretical considerations and empirical meth-
ods (a general rationale for this approach is presented elsewhere [15]). This approach enables us to
address conceptual model quality from both the semantic and pragmatic aspects as defined in
Lindland et al. [23]. To accomplish this, we have chosen to consider an intra-grammar comparison
[43] of two versions of the entity-relationship model (ERM). In one version—optional properties
are allowed. In the other version, all properties are mandatory, and whether a property exists or
not is captured by the use of subtyping. An empirical comparison of optional and mandatory ER
grammars has been reported elsewhere [6], however, not in the general context of complexity and
clarity.

To predict why there might be differences, we apply ontological analysis. We then use cognitive
considerations to suggest why these theoretical differences might matter when people interact with
actual models. The dependent variable is the level of domain understanding developed by people
viewing conceptual models. This level is measured by the ability of a participant to reason about
domain problems not directly answerable from the presented material. To explain why differences
in performance might exist, we use the Cognitive Theory of Multimedia Learning [25]. Our
hypothesis is that individuals do not read entire conceptual models at once, as a single chunk
of information. Instead, an individual focuses on localized areas in the model and builds his or
her understanding by integrating local components. Based on the ontological analysis, we claim
the mandatory grammar provides clearer ‘‘local’’ information. Hence, more cognitive resources
can be devoted to connecting model components when using the mandatory grammar. This leads
to the development of a more sophisticated cognitive model of the domain being represented, and
a higher level of domain understanding.

2 Specifically, Kung and Solvberg [20] identify the following uses of conceptual models: for an analyst to reason about

a domain, for communication between analysts and users, for communication between analysts and designers, and for

documenting system requirements for future reference. It can be argued that in practice not all these uses take place.

However, it is generally accepted that conceptual models are used for reasoning and communicating about system

requirements.
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