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25Early identification and detection of abnormal patterns is vital for a number of applications. In manufac-
26turing for example, slide shifts and alterations of patterns might be indicative of some production process
27anomaly, such as machinery malfunction. Usually due to the continuous flow of data, monitoring of man-
28ufacturing processes and other types of applications requires automated control chart pattern recognition
29(CCPR) algorithms. Most of the CCPR literature consists of supervised classification algorithms. Fewer
30studies consider unsupervised versions of the problem. Despite the profound advantage of unsupervised
31methodology for less manual data labeling their use is limited due to the fact that their performance is
32not robust enough and might vary significantly from one algorithm to another. In this paper, we propose
33the use of a consensus clustering framework that takes care of this shortcoming and produces results that
34are robust with respect to the chosen pool of algorithms. Computational results show that the proposed
35method achieves not less than 79.10% G-mean with most of test instances achieving higher than 90%. This
36happens even when in the algorithmic pool are included algorithms with performance less than 15%. To
37our knowledge, this is the first paper proposing an unsupervised consensus learning approach in CCPR.
38The proposed approach is promising and provides a new research direction in unsupervised CCPR
39literature.
40� 2015 Published by Elsevier Ltd.
41
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44 1. Introduction

45 Time series analysis is an area of research with numerous appli-
46 cation in many fields of science and engineering (Box, Jenkins, &
47 Reinsel, 2013). In manufacturing, for instance, time series pattern
48 recognition is important since slide alterations might be indicative
49 of a malfunction that requires a course of appropriate corrective
50 actions (e.g. maintenance). Manual monitoring is tedious and
51 requires specialized personnel’s undistracted attention. For this,
52 machine learning based automated algorithms, also known as con-
53 trol chart pattern recognition (CCPR) algorithms, have been pro-
54 posed to detect abnormal behaviors. The term was originally
55 coined by Shewhart (1931). An early taxonomy of the patterns
56 was presented in an early publication of the western electric com-
57 pany (Company, 1958). Fig. 1 depicts six of the most common
58 abnormal patterns studied in the literature.
59 These different abnormal patterns are usually related to a speci-
60 fic malfunction and their early detection can provide useful

61insights for corrective actions and thus improve systems reliability.
62In the crank case manufacturing operations, up trend and down
63trend patterns reveal tool wear and malfunction (El-Midany,
64El-Baz, & Abd-Elwahed, 2010a). Shift patterns might be associated
65with variation related to operator, material or machine instrument
66(Davy, Desobry, Gretton, & Doncarli, 2006; El-Midany et al., 2010a).
67Cyclic patterns are associated with voltage variability (Kawamura,
68Chuarayapratip, & Haneyoshi, 1988) but they can also appear in
69manufacturing processes like frozen orange juice packing
70(Hwarng, 1995). In the car manufacturing industry certain anoma-
71lies in the automotive body assembly process appear as up/down
72trends, cyclic, and systematic patterns (Jang, Yang, & Kang, 2003).
73Up/down trend patterns can be used in order to detect abnormal
74stamping tonnage signals (Jin & Shi, 2001). Finally up/down trend
75signals appear in paper making industry (Chinnam, 2002; Cook &
76Chiu, 1998) whereas uptrend patterns by itself can be used for
77detecting fault states in end-milling process (Zorriassatine,
78Al-Habaibeh, Parkin, Jackson, & Coy, 2005).
79During several years, different pattern recognition algorithms
80have been studied in the literature with the proposed approaches
81ranging over a broad spectrum of machine learning algorithms.
82The majority of the proposed schemes follow the supervised
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83 learning framework, in which a model is trained with a historical
84 dataset and then the trained model is used for prediction on an
85 unknown testing data set. Some representative algorithms under
86 this category include knowledge-based expert systems and artifi-
87 cial neural networks (El-Midany, El-Baz, & Abd-Elwahed, 2010b;
88 Hwarng, 1995; Hwarng & Hubele, 1992, 1993a, 1993b; Guh &
89 Hsieh, 1999; Kim, Jitpitaklert, Park, & Hwang, 2012; Perry,
90 Spoerre, & Velasco, 2001; Wu & Yu, 2010; Yu & Xi, 2009), Bayes
91 classification (Adam et al., 2011), and support vector Machines
92 (SVM) (Camci, Chinnam, & Ellis, 2008). In more recent literature
93 decomposition techniques are used as a preprocessing step before
94 classification. Some examples include wavelets (Du, Huang, & Lv,
95 2013), independent component analysis (Cheng & Huang, 2013;
96 Kao, Lee, & Lu, 2014) and extreme-point symmetric mode decom-
97 position (Yang, Zhou, Liao, & Guo, 2015). In another recent study
98 Wu, Liu, and Zhu (2014) proposed the combined approach of clas-
99 sification trees and SVM. For a comprehensive literature review we

100 refer the reader to Hachicha and Ghorbel (2012) and Veiga,
101 Mendes, and Lourenço (2015).
102 On the other hand, research on unsupervised CCPR algorithms is
103 relatively limited. Unsupervised learning assumes no prior

104information and aims to categorize the data samples based only
105on their features (properties) (Warren Liao, 2005). The first unsu-
106pervised approach for CCPR was proposed by Al-Ghanim (1997)
107who developed an unsupervised self-organizing neural paradigm.
108Al-Ghanim and Kamat (1995) presented a CCPR technique using
109correlation analysis on trend, systematic and cyclic patterns and
110presented results with evaluation methods. Wang and Kuo
111(2007) used three different fuzzy clustering algorithms on CCPR
112for six patterns and compared their performance.
113Unsupervised learning techniques have the profound advantage
114of not requiring prior labeling knowledge for prediction. On the
115other side, however, their behavior can be instable and sometimes
116inconsistent across algorithms or even across different runs of the
117same algorithm. In the clustering literature this shortcoming is
118normally addressed through ensemble or consensus learning
119schemes. Under this approach a number of clustering with differ-
120ent results is combined to a single clustering that is more robust
121according to some optimization criteria (Vega-Pons &
122Ruiz-Shulcloper, 2011; Xanthopoulos, 2014). However this idea
123has not been implemented yet for the CCPR problem. We anticipate
124that consensus framework will provide CCPR robust methodologies

(a) Up shift pattern (b) Down shift pattern

(c) Up trend pattern (d) Down trend pattern

(e) Cyclic pattern (f) Systematic pattern
Fig. 1. Examples of six basic abnormal patterns.
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