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a b s t r a c t

Currently, most of the information available in the Web is adapted primarily for human consumption, but
there is so much information that can no longer be processed by a person in a reasonable time, either in
digital or physical formats. To solve this problem, the idea of the Semantic Web arose. The Semantic Web
deals with adding machine-readable information to Web pages. Ontologies represent a very important
element of this web, as they provide a valid and robust structure to represent knowledge based on con-
cepts, relations, axioms, etc. The need for overcoming the bottleneck provoked by the manual construc-
tion of ontologies has generated several studies and research on obtaining semiautomatic methods to
learn ontologies. In this sense, this paper proposes a new ontology learning methodology based on
semantic role labeling from digital Spanish documents. The method makes it possible to represent multi-
ple semantic relations specially taxonomic and partonomic ones in the standardized OWL 2.0. A set of
experiments has been performed with the approach implemented in educational domain that show
promising results.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Traditionally, the information stored in the Web has been cre-
ated and designed for human consumption (Berners-Lee, 1998),
however, in recent years the trend has changed and the informa-
tion of the Web must also be processed automatically by comput-
ers. Since, although consumption is still human, information
recovery, extraction and processing should be done by machines
to liberate ourselves from the shackles that represents acquiring
valid information. Thus, manual work is required for making that
information machine-readable, which can be tedious, difficult,
and time-consuming (Han & Elmasri, 2004).

In Berners-Lee, Hendler, and Lassila (2001) the Semantic Web
was defined as an extension of the current Web in which informa-
tion is provided with well-defined meaning, so that computers and
people can work in a cooperative manner. In the Semantic Web,
ontologies are used as knowledge representation technology. In
this work, an ontology is viewed as a formal specification of a
shared domain knowledge conceptualization (Studer, Benjamins,
& Fensel, 1998). In this sense, ontologies provide a formal, struc-
tured knowledge representation, having the advantage of being

reusable and shareable. In our methodology, ontologies are used
to represent the knowledge extracted from texts, so that ontologies
are obtained as a result of knowledge extraction processes. More
concretely, the second version of the Ontology Web Language
OWL 2 is used (Grau et al., 2008). OWL 2.0 provides several new
features to OWL, including a high expressive power for properties
and extended support for datatypes.

Ontologies are currently being applied to a number of different
domains such as bioinformatics (Chen, Huang, Bau, & Chen, 2012),
medicine (Arsene, Dumitrache, & Mihu, 2011), tourism (Jung,
2011), software engineering (Boskovic et al., 2011) and Cloud
Computing (Jimenez-Domingo, Gomez-Berbis, Colomo-Palacios, &
Garcia-Crespo, 2011).

Due to the outstanding importance of ontologies in these areas
and in the Semantic Web, different methodologies for building
and developing ontologies from scratch have been proposed in
the last years (Ruiz-Martínez, Valencia-García, Fernández-Breis,
García-Sánchez, & Martínez-Béjar, 2011). On the other hand, the
manual construction of such ontologies is a major problem, since
it consumes both time and resources (Ruiz-Martínez et al., 2011),
so other mechanisms such as ontology learning, are necessary to
support the construction of ontologies. Ontology Learning is a
knowledge acquisition activity used to transform data sources into
ontologies. The majority of the approaches of ontology learning
deal with the ontology construction from natural language text
and more concretely the vast majority of these ontology learning
methods have focused on the English language. Nevertheless, the
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Spanish language has a much more complex syntax, and is nowa-
days the third most spoken language in the world, for which we
firmly believe that the computerization of Internet domains in this
language is of highest importance.

In this paper, we propose an automatic and domain indepen-
dent method for ontology learning from Spanish natural language
texts based on the identification of semantic relations among con-
cepts using semantic roles.

The rest of the paper is organized as follows. The related work is
described in Section 2. The proposed method is explained in Sec-
tion 3. A validation of the ontology learning method in an univers-
itary domain corpus is described in Section 4. Finally, conclusions
and future work are defined forward in Section 5.

2. Related work

The development of the Semantic Web together with the
growth of textual and ontological resources in the Web have taken
that the efficient automatic building and maintenance of the
knowledge repositories, such as ontologies, be a burning issue
(Spasic, Ananiadou, McNaught, & Kumar, 2005). Although in the
last decade several systems for learning ontologies have been pro-
posed, most of them are focus on English language and have
important drawbacks, since they are only capable of extracting
taxonomies or significantly reduced sets of relations and their de-
gree of automation (Maedche & Staab, 2001). Actually, the linguis-
tic features of texts from which the ontologies are extracted make
difficult the development of systems of general purpose. This diffi-
culty increases in specific domains, such as the biomedical domain,
that makes use of a specific sublanguage (Ananiadou & Mcnaught,
2006; Friedman, Kra, & Rzhetsky, 2002).

Table 1 shows some of the main ontology learning systems ap-
plied to different domains. The classification is an adaptation of the
classification presented in Petasis et al. (2007).

The main parameters are Initial requirements, Degree of auto-
mation, Domain portability, Relationships supported, Consistency
maintenance and Language dependence.

2.1. Initial requirements

Concerning the initial requirements, namely resources or back-
ground knowledge, most of the approaches make use of terminol-
ogy extraction modules. Terminology extraction is a subtask of
information extraction whose goal is to automatically extract rele-
vant terms from a given corpus. There are three main approaches
to term extraction (Ochoa, Almela, & Valencia-García, 2011b).
The linguistic approach relies on the assumption that terms have
typical morphological features and recurrent syntactic structures.
The statistical approach assumes that terms have statistical fea-
tures which are different from normal words. The third strand of
research, the hybrid approach, relies on the assumption that com-
bining linguistic and statistical approaches in various stages of the
process of term extraction can provide more accurate results.

In ontology learning, the statistical approach is the most cur-
rently used. Meanwhile the TF-IDF algorithm is the most com-
monly used (Villaverde, Persson, Godoy, & Amandi, 2009), other
approaches use the random walk term weighting (Hou, Ong, Nee,
Zhang, & Liu, 2011) or co-occurrence measures (Sánchez, Moreno,
& Vasto-Terrientes, 2012). On the other hand, linguistic approaches
are used in multitude of approaches such as Navigli and Velardi
(2004), Ruiz-Martínez, Valencia-García, Fernández-Breis,
García-Sánchez, and Martínez-Béjar (2011), Zouaq, Gasevic, and
Hatala (2011) and Dahab, Hesham, and Hassan (2008). Finally,
other works such as TextToOnto can be configured to use different
statistical and linguistic approaches (Cimiano & Volker, 2005). In Ta
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