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a b s t r a c t

An enhanced grey clustering analysis method based on accumulation sequences using grey relational analysis

(AGRA) is put forward for specifying hierarchies of clusters in panel data. The clustering method can handle

panel data containing N samples, each of which has m time series of indicators for which the observations for

a given time series can be measured at different times than other series and contain different numbers of data

points compared to other series. The overall clustering approach, which is called the Mean-AGRA clustering

method, contains three main parts: a sequence of transformations of each separate time series; appropriate

pairwise comparisons of the grey relational degree of an AGRA model for each pair of samples, across all

samples as well as appropriate combinations thereafter, for three specific types of grey relational degrees;

clustering all samples according to their AGRA degrees. To demonstrate how this new clustering method

can be utilized in practice, it is applied to panel data consisting of 12 natural environmental indicators and

8 societal time series (m = 20) for 30 provinces (N = 30) in mainland China. The findings clarify how, for

example, the provinces in China can be meaningfully categorized according to topography into two main

groups consisting of plateaus and plains. The new method can handle different lengths of time series within

a sample and across samples, which is useful when values occur at different times when comparing any two

series. Moreover, the new clustering method avoids the problem of combining two samples having a limited

degree of similarity, which exists in the traditional method. Consequently, the AGRA model and Mean-AGRA

clustering method have expanded the scope of application of grey relational and clustering analysis.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Grey relational clustering analysis clusters objects according to

their relational degrees and groups similarly clustered objects un-

der one category. When dealing with two-dimensional data, the

existing grey relational analysis (GRA) models form the basis for

grey relational clustering analysis (Du, Shi, Liu, & Fang, 2010; Guo &

Zhang, 2010; Li, Dang, & Wang, 2015a; Liu, Yang, Cao, & Xie, 2013;

Sun & Dang, 2008). Different kinds of GRA models can be selected

depending on practical issues. GRA has been employed in various

fields, where it has produced promising results, as it is not limited

to data distribution and quantity (Yin, 2013). GRA works effectively

in combination with clustering (Abdulshahed, Longstaff, Fletcher, &

Myers, 2015; Guo & Zhang, 2010; Wu, Lin, Peng, & Huang, 2012),

decision-making (Jin, Mi, Xu, Wang, & Wei, 2012; Li, Chen, & Xiang,

2015; Wang & Dang, 2009; Wei, 2011; Zhang & Liu, 2011), evaluation
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(Jung & Kwon, 2010; Rajesh & Ravi, 2015; Wong & Hu, 2013), optimiz-

ing methods (Ke, Liu, Chen, & Fang, 2010; Pophali, Chelani, & Dho-

dapkar, 2011), fuzzy theory (Tang, 2015; Yang & Huang, 2012), fore-

casting method (Hus, 2011; Jiang & He, 2012; Wang, Wang, & Jiang,

2015), case adaption (Zhang, Li, & Wang, 2015) and extreme learn-

ing machine (Yu, Hui, & Choi, 2012). Additionally, the GRA model

has been widely applied in the study of societal economics and

engineering practice problems, such as in determining regional econ-

omy development gaps (Wang, 2010), identifying the factors that in-

fluence service brand equity (Wei, Zhang, Liang, & Yao, 2011), tun-

ing PID control parameters for micro-piezo-stage (Lin, Chiang, & Lin,

2011), the identification of factors influencing a company’s financial

performance (Kung & Wen, 2007), the evaluation of software (Huang,

Chiu, & Chen, 2008), assessing the relationship between China’s eco-

nomic development and energy consumption (Yuan, Liu, Fang, & Xie,

2010), examining the utilization (Ma, Wang, Wu, & Tu, 2014) and the

sustainability (Liu, Baniyounes, Rasul, Amanullah, & Khan, 2013) of

renewable energy, determining the representative elementary vol-

ume (REV) of rock mass (Tan, Chen, Que, & Zhang, 2012), establish-

ing the law of maximum flood peak in the upstream of the Yel-

low River (Wang, Chen, & Yan, 2013), investigating the distributed
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multiple flight path (Yi, Zhang, Cai, & He, 2013), 2D object recognition

(Sun, Horng, Liu, & Tien, 2009) and failure mode and effects analysis

(Liu, You, Fan, & Lin, 2014).

1.1. Related work

There are two issues that need to be handled during grey rela-

tional clustering analysis of panel data. One issue is developing a GRA

model for panel data for which there has been some research. Zhang

and Liu (2010) discussed similarity of geometric features in three-

dimensional space and provided new ideas about grey relational clus-

tering analysis of panel data. Wu and Liu (2013) defined the degree

of convexity using a Hessian matrix, characterized the similarity be-

tween samples according to convexity and proposed grey relational

clustering analysis of panel data based on grey relational analysis of

convexity. Qian, Wang, and Dang (2013) provided a grey matrix re-

lational analysis model to determine clusters for samples. Liu, Dang,

Qian, and Zhou (2014) proposed a grey grid relational model accord-

ing to the geometrical characteristics of panel data. Li, Dang, and

Wang (2015b) made a grey relational model for panel data to clus-

ter indicaters.

The second issue is designing a clustering method based on grey

relational degree. The existing grey relational clustering analysis

methods for panel data use the clustering technique called the critical

value clustering method put forward by Liu, Dang, and Fang (2004).

Similar to grey relational clustering analysis, most of the expansions

of other traditional clustering analysis propose new distance or sim-

ilarity measures for panel data (Assmann & Boysen, 2011; Juárez &

Steel, 2010; Li, Dai, & He, 2013; Zhu & Chen, 2007). Some clustering

methods first reduce dimension or transform panel data before cal-

culating clusters (Xu & Fang, 2010).

1.2. Research motivation

Research on grey relational analysis and grey relational clustering

analysis is required in order to make these approaches more compre-

hensive. Some problems and related improvements are as follows: (1)

The results of calculations for some grey relational degree procedures

may change if the order of the samples is altered (Liu et al., 2014; Wu

& Liu, 2013; Zhang & Liu, 2010). This is because these methods only

consider comparisons between adjacent samples. To overcome this,

all pairwise comparisons of samples must be considered in the cal-

culations. (2) The existing relational, evaluating and decision models

for panel data are limited to time series data having equally-spaced

observations at exactly the same time and over the same time pe-

riod. If the number of observations in the time series varies, some

researchers only use these observations for the time series that cor-

respond to the shortest series. When a gap exists in a time series,

some researchers estimate the missing value by using the average of

the two neighboring observations or some other type of interpolation

technique. Hence, any trend that may exist in a time series across

all observations may not be properly taken into account. (3) Exist-

ing relational models may not preserve certain mathematical char-

acteristics such as what are referred to as the “index property” and

the “inner property” in the original observations of the given time

series. (4) The critical value clustering method put forward by Liu

et al. (2004) can be used as a kind of fast clustering method. However,

sometimes faulty results may be obtained. (5) When clustering sam-

ples according to distance, incorrect clustering may occur in some cir-

cumstances. Therefore, in this research similarities in trends are used

for clustering purposes.

Liu et al. (2013) state that grey relational theories and practical

achievements mainly concentrate on cases in which the research ob-

jects and their behavioral characteristics are described by real num-

ber sequences. Additionally, the study of high-dimensional models is

just starting. In fact, a large number of practical and scientific prob-

lems remain to be solved through analytical methods based on panel

data, matrix data, matrix sequence data and high-dimensional data.

Panel data contain observations of multiple phenomena obtained

over multiple time periods for the same firms or individuals, so indi-

viduals and indicators can both be clustered if panel data is obtained.

Panel data clustering is an indispensable component in decision mak-

ing and expert analysis.

1.3. Solution in this paper

In order to solve the aforementioned problems, the AGRA model

based approach for panel data clustering of samples is proposed in

this paper. As indicated in the right column of Fig. 1, the overall idea

of this model is to firstly transform the original time series to obtain

an accumulated sequence, which is then simulated. Then, the gener-

ation rate sequences for all samples, which can be obtained using the

former simulation functions, are used to calculate grey relational de-

grees. The AGRA model is composed of three kinds of grey relational

degrees. As shown in the bottom rectangle in the right column of

Fig. 1, the Mean-AGRA model is used for carrying out the clustering

calculations.

As depicted on the left in Fig. 1, the paper is structured as fol-

lows. Data transformations are studied in Section 2. In Section 3, the

AGRA Model for Panel Data is established. Next, in Section 4, the clus-

tering method for panel data based on the AGRA model is put for-

ward and the steps followed in the Mean-AGRA clustering method for

panel data are provided. An application using the model is furnished

in Section 5, while in Section 6 appropriate conclusions are drawn.

2. Data transformation for panel data

Some basic concepts pertaining to data transformations for panel

data are defined in this section. These definitions are needed to es-

tablish the AGRA model in the subsequen sections.

Definition 1. (panel data) (Zhang & Liu, 2010). The value of indi-

cator i (i = 1, 2, . . . , m) for sample s (s = 1, 2, . . . , N) at time t(t =
1, 2, . . . , ti

s) is x
(0)
s (i, t). Then, the matrix containing the m indicators

time series for sample s (s = 1, 2, · · · , N) is

X(0)
s (i, t)

=

⎡
⎢⎢⎢⎣

x(0)
s (1, 1) x(0)

s (1, 2) . . . x(0)
s (1, ts

1)

x(0)
s (2, 1) x(0)

s (2, 2) · · · x(0)
s (2, ts

2)
...

...
. . .

...

x(0)
s (m, 1) x(0)

s (m, 2) · · · x(0)
s (m, ts

m)

⎤
⎥⎥⎥⎦(s = 1, 2, . . . , N)

Panel data X = (X
(0)
1

(i, t), . . . , X
(0)
s (i, t), . . . , X

(0)
N

(i, t)) (i = 1, 2, . . . ,

m, t = 1, 2, . . . , ti
s) constitutes the matrix representation of all

samples.

Research on GRA models indicates that the existing relational

models may not preserve certain mathematical characteristics like

the “index property” and the “inner property” in the original ob-

servations of the given time series. From the viewpoint of grey sys-

tems, although a particular system may appear to be complex, the

system always possesses an operational capability or function and

follows inherent laws. In fact, there is a method called grey gener-

ation which can explore the inner property of the original system as

reflected in observations regarding the system. Accumulation gener-

ation is an effective kind of grey generation, which whitens grey pro-

cesses and reveals the development tendency or trend in the accu-

mulation process. Original data may seemingly not adhere to regular

laws but emerge as a result of integrated characteristics of accumu-

lation generation (Liu et al., 2004). Because economic, ecological and

agricultural systems can be treated as generalized energy systems,
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