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a b s t r a c t

Petri nets (PNs) are a mathematical and graphical modeling language with powerful analysis techniques.

They have been successfully used in several areas, such as business process management, human computer

interaction, and pervasive computing. Within these areas, context adaptivity has recently emerged as a new

challenge to explicitly address fitness between system behavior and its execution context. However, the ex-

isting PN formalisms do not provide reliable modeling, simulation, and verification techniques that can ac-

curately consider the system’s execution context and adapt to it in order to reflect the system execution

reality. This paper addresses this problem by presenting context-adaptive Petri nets (CAPNs), a formalism

that allows the modeling of context-adaptive behavior by integrating the powerful modeling and analysis

techniques of PNs with very expressive context data management techniques. The formalism is supported by

a tool that allows its modeling, simulation, and verification. The contributions have been validated using a

case-based evaluation showing very promising results. CAPNs will allow organizations to accurately describe,

enact, and analyze the behavior of their dynamic systems in a more reliable and realistic way, allowing them

to leverage more informed decisions, to make better use of their resources, and to increase therefore their

competitiveness.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction1

Petri nets (PNs) are a mathematical modeling language that has2

a graphical notation and a formal definition for its execution seman-3

tics (Murata, 1989). PNs have well-established formal mechanisms4

for modeling and analyzing concurrent systems and have been used5

for many purposes such as resource allocation, service coordination,6

process mining, model checking, behavior simulation, and state space7

analysis (SSA; Jensen, Kristensen, and Wells, 2007). For these reasons,8

PN are widely used in different domains such as business process9

management (BPM; Murata, 1989; van der Aalst, 2002), human com-10

puter interaction (HCI; Tran, Ezzedine, and Kolski, 2008) or pervasive11

computing (Tang, Guo, Dong, Li, & Guan, 2008).12

In these fields, context adaptivity has emerged as a new perspec-13

tive to offer more flexible and competitive systems that can adapt14

their behavior to changing circumstances or contexts. Users and or-15

ganizations as well as their software systems currently operate in dy-16

namic environments where context changes frequently. However, the17

existing PN formalisms do not provide reliable modeling, simulation18
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and verification techniques that can accurately consider the system’s 19

execution context and adapt it in order to reflect the system execu- 20

tion reality. 21

According to Dey (2001) context is any information that can be 22

used to characterize the situation of an entity; whether an entity is 23

a person, place, or object that is considered relevant to the interac- 24

tion between a user and a system, including the user and the system 25

themselves. Therefore, different information is considered as context 26

according to the specific domain of the system to develop. For in- 27

stance, temporal, environmental, product, and organizational infor- 28

mation has been typically considered as context information in BPM 29

(De La Vara, Ali, Dalpiaz, Sánchez, & Giorgini, 2010). 30

A few extensions have been proposed to the basic PN formalism 31

to deal with certain shortcomings in expressiveness that can help 32

toward the introduction of context adaptivity in PNs (Genrich & Laut- 33

enbach, 1981; Jensen et al., 2007). For instance, data extensions allow 34

the incorporation of data variables that can be used in guards or pa- 35

rameters inside a PN. Also, time extensions can enable modeling be- 36

havior in accordance to temporal restrictions. However, these exten- 37

sions are not enough to properly support adaptation to the execution 38

context. The following main limitations must be addressed: 39

• Limited data modeling expressiveness: Data types are restricted 40

to the creation of simple data structures and offer limited expres- 41

siveness for data modeling, e.g., no support for inheritance. 42
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• No support for data reuse and persistency: Data types and vari-43

ables are internally defined in the nets, therefore they cannot be44

reused for different systems, i.e., context should be redefined for45

each application even if it is in the same domain and shares the46

same context data. In addition, it is not possible to store either the47

data values and therefore to detect a context change (i.e., compar-48

ison between previous and new values).49

• Limited data use: The data instantiation needs to be provided50

through tokens manually specified in the net as input for a tran-51

sition. A data value is strictly local with respect to the transition52

where it is used (Bartkevičius, Kragnys, & Šarkauskas, 2006); to be53

able to use a certain context value, it needs to be passed across the54

net until it is used. Also, if any context data are instantiated in a55

net and is needed in another net, an explicit link between the two56

nets needs to be created to pass the data.57

A few approaches have been also proposed to specifically support58

context adaptation using PNs. However, as will be explained in detail59

in the next section, the research in this area is rather limited, usually60

proposed for specific domain areas and without providing support for61

system simulation and verification.62

Thus, the contribution of this paper is fourfold:63

• We present context-adaptive Petri nets (CAPNs), a formalism that64

can define PNs capable to represent context-adaptive behavior.65

CAPNs integrate the PN formalism that can better support con-66

text adaptation with the most appropriate context modeling tech-67

nique. The integration maintains a separation of concerns: while68

context data can be represented with a high degree of expres-69

siveness, the system behavior is still described using the powerful70

modeling and analysis techniques of PNs.71

• We provide tool support for the modeling, simulation, and verifi-72

cation of CAPNs. We have extended one of the most well-known73

tools for managing PNs to provide (1) a context manager to deal74

with context data, and (2) a design and execution environment75

for CAPNs. The tool also shows the feasibility of the defined76

formalism and facilitates its use by the research and business77

community.78

• We tackle the problem of dealing with advanced data struc-79

tures. By making use of the extension framework presented in80

Westergaard (2013), we allow data to be semantically repre-81

sented, which enables a better way to describe data than the82

inscription languages typically used (Mortensen, 2001; Wester-83

gaard, 2013).84

• A case based evaluation that shows the successful application of85

CAPNs in three different representative cases in various domains.86

The remainder of this paper is organized as follows. Section 2 gives87

an overview of the existing context representation techniques and88

PN formalisms, and explains related approaches that use PN for con-89

text adaptation. Section 3 proposes the CAPN formalism and Section 490

presents the tool support. Section 5 evaluates the proposed solution.91

Finally, Section 6 concludes the paper, discusses the presented con-92

tributions and explains future research lines.93

2. Background and related work94

This section gives an overview of the existing context representa-95

tion techniques and PN formalisms and selects the most suitable ones96

to support CAPN. Afterward, the related literature regarding the use97

of PN for context adaptation is analyzed showing how the contribu-98

tions of this paper will go beyond the state of the art.99

2.1. Context modeling techniques100

In order to support context adaptation, appropriate context mod-101

eling and management techniques must be used. Different tech-102

niques have been proposed up until now to capture context. The most103

popular ones are as follows (Perera, Member, Zaslavsky, & Christen, 104

2014; Ye, Coyle, Dobson, & Nixon, 2007): 105

• Key-value pairs: These are the most simple data structures for 106

modeling contextual information. Key-value pairs are easy to 107

manage, but cannot model complex context data. 108

• Markup languages: These languages represent context as a hier- 109

archical data structure consisting of markup tags with attributes 110

and content. Markup-based models use a variety of markup lan- 111

guages including XML. 112

• Graphical models: These models display context using graphical 113

notations, like UML. 114

• Object-oriented models: These models encapsulate context on an 115

object level and provide an easy mapping from real world context 116

concepts to modeling constructs. 117

• Logic-based models: It defines context as facts, expressions and 118

rules. The model defines the conditions on which a concluding 119

expression or fact may be derived from a set of other expressions 120

or facts. 121

• Ontology-based models: These models represent context with its 122

intrinsic semantics using formal axioms and constraints. 123

An exhaustive recent comparison of techniques can be found in 124

Perera et al. (2014). Although all of the presented techniques have 125

advantages and disadvantages, ontologies are one of the best choices 126

to model context (Baldauf, Dustdar, & Rosenberg, 2007; Chen, Finin, 127

& Joshi, 2004; Perera et al., 2014; Ye et al., 2007) and are drawing 128

more and more attention as a generic and explicit way to capture and 129

specify context (Perera et al., 2014). 130

An ontology is a formal representation of a set of concepts within 131

a domain and the relationships between those concepts. An ontology 132

mainly contains the following elements: 133

• Classes: The relevant kinds of entities or concepts. A class usually 134

refers to a collection or a category of objects sharing some com- 135

mon properties; e.g., the classes product and location. 136

• Data property: The property that distinguishes a class from other 137

classes and has a basic type, such as int, string, time, etc.; e.g., 138

name and age. 139

• Object property: The property that identifies a relation between 140

two ontology classes, i.e., identifies how an object is connected to 141

other object in an ontology, e.g., a product_location, which relates 142

the product class and the location class. 143

• Constraints: Rules that must be satisfied for the elements they 144

apply to; e.g., the cardinality of a certain property must be 1, the 145

class A is subclass of the class B, the object property is_in (which 146

relates one location object to other location object) is transitive 147

(i.e., if a location X is in the Y location and the Y location is in the 148

Z location, then, X is inside Z too), etc. 149

• Individuals: Instances or objects of the defined classes; e.g., the 150

individual Dell_latitud_e6410_16 of the class product, with name 151

Dell_laptop, and which product_location is office236, which is an 152

individual of the location class. An individual can belong to mul- 153

tiple classes. 154

Ontologies guarantee a high degree of expressiveness, formality, 155

and semantic richness, and exhibit prominent advantages for auto- 156

matically inferring new knowledge about the current context. For 157

instance, it is possible to infer the set of activities taking place in a 158

specific location or the specific sellers that are currently available. 159

In addition, ontologies provide many benefits for reusing context as 160

well as facilitating the interoperability of different systems. As such, it 161

is possible to reuse and easily integrate standard or widely-accepted 162

ontologies, such as ontologies that define locations or products. 163

Due to these numerous benefits and their wide adoption for 164

context-adaptive systems, CAPNs use ontologies in order to allow 165

context-awareness and adaptation in PNs. 166
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