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24Capturing the compositional process from words to documents is a key challenge in natural language
25processing and information retrieval. Extractive style query-oriented multi-document summarization
26generates a summary by extracting a proper set of sentences from multiple documents based on
27pre-given query. This paper proposes a novel document summarization framework based on deep learn-
28ing model, which has been shown outstanding extraction ability in many real-world applications. The
29framework consists of three parts: concepts extraction, summary generation, and reconstruction valida-
30tion. A new query-oriented extraction technique is proposed to extract information distributed in multi-
31ple documents. Then, the whole deep architecture is fine-tuned by minimizing the information loss in
32reconstruction validation. According to the concepts extracted from deep architecture layer by layer,
33dynamic programming is used to seek most informative set of sentences for the summary. Experiment
34on three benchmark datasets (DUC 2005, 2006, and 2007) assess and confirm the effectiveness of the pro-
35posed framework and algorithms. Experiment results show that the proposed method outperforms
36state-of-the-art extractive summarization approaches. Moreover, we also provide the statistical analysis
37of query words based on Amazon’s Mechanical Turk (MTurk) crowdsourcing platform. There exists
38underlying relationships from topic words to the content which can contribute to summarization task.
39� 2015 Elsevier Ltd. All rights reserved.
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43 1. Introduction

44 Automatically generating summaries from large text corpora
45 has long been attracting research attention from both information
46 retrieval and natural language processing, the earlier studies of
47 which could be dated back to the 1950s and 1960s (Baxendale,
48 1958; Edmundson, 1969; Luhn, 1958). Automatic generation of
49 summaries creates shortened versions of texts to help users catch
50 important information in the original text with bearable time costs
51 (Khanpour, 2009). Currently, the creation of summaries is a task
52 best handled by humans. However, with the explosion of textual
53 data, especially in big data era, it is no longer financially possible,
54 or feasible, to produce all types of summaries by hand. Earlier stud-
55 ies on text summarization aimed at summarizing from pre-given
56 documents without requirements, which is usually referred to as
57 generic summarization (Berger & Mittal, 2000). With the develop-
58 ment of information retrieval, query-oriented summarization task,

59which requires summarizing from a set of document to answer a
60pre-given query, has started attracting more and more attention
61(Tang, Yao, & Chen, 2009). According to the size of the input, text
62summarization tasks can be grouped into single-document and
63multi-document summarization tasks (Shen, Sun, Li, Yang, &
64Chen, 2007). Based on the writing style of the output summary,
65text summarization techniques can be divided into extractive
66approaches and abstractive approaches (Song, Choi, Park, & Ding,
672011; Wong, Wu, & Li, 2008). Due to the limitation of current nat-
68ural language generation techniques, extractive approaches are the
69mainstream in the field. An extractive approach selects a number
70of indicative text fragments from the input documents to form a
71summary instead of re-writing an abstract (Chen, Yang, Zha,
72Zhang, & Zhang, 2008) under a budget constraint. A budget con-
73straint is natural in summarization task as the length of the sum-
74mary is often restricted (Lin & Bilmes, 2010). In the paper, we
75adopt the extractive style to develop techniques for
76query-oriented multi-document summarization.
77Almost all extractive summarization methods are faced with
78two key problems: how to rank textual units, and how to select a
79subset of those ranked units (Jin, Huang, & Zhu, 2010). The first
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80 one on ranking requires systems to model the relevance of a tex-
81 tual unit to a topic or a query. The second one on selection requires
82 systems to improve diversity or to remove redundancy so that
83 more relevant information can be covered by the summary within
84 a limited length.
85 Attempts to solutions of sentence ranking are varied. Some of
86 solutions are based on surface features (Luhn, 1958; Radev, Jing,
87 Stys, & Tam, 2004), some on graphs (Wan, 2009; Wan & Xiao,
88 2009; Wei, Li, Lu, & He, 2010), and some on supervised learning
89 (Cao, Qin, Liu, Tsai, & Li, 2007; Ouyang, Li, Li, & Lu, 2011). After
90 obtaining a list of ranked sentences, it is then important to select
91 a subset of sentences to form a good summary that includes
92 diverse information within a length limit. Goldstein, Mittal,
93 Carbonell, and Kantrowitz (2000) were among the first to propose
94 global models using the maximum marginal relevance (MMR) cri-
95 teria. The models score sentences under consideration as a
96 weighted combination of relevance plus redundancy with sen-
97 tences already in the summary. Currently, greedy MMR style algo-
98 rithms are the standard algorithms in document summarization.
99 McDonald (2007) proposed to replace the greedy search of MMR

100 with a globally optimal formulation, where the basic MMR frame-
101 work can be expressed as a knapsack packing problem, and an inte-
102 ger linear program (ILP) solver can be used to maximize the
103 resulting objective function.
104 This paper presents a new method following the extractive style
105 to summarize documents using deep techniques. Deep learning
106 models the learning task using deep architectures composed of
107 multiple layers of parameterized nonlinear modules. These models
108 have been proved outstanding in feature extraction of visual data.
109 To our knowledge, this is the first attempt that utilizes deep learn-
110 ing in query-oriented multi-document summarization task.
111 Different from the existing methods, we neither directly rank the
112 textual units based on the relevance to the topic or query, nor
113 directly improve diversity or remove redundancy. The proposed
114 deep learning algorithm is partitioned into three stages: concept
115 extraction, reconstruction validation, and summary generation. In
116 the concept extraction stage, hidden layers are used to abstract
117 the documents layer by layer using greedy layer-wise extraction
118 algorithm. The second stage of reconstruction validation intends
119 to reconstruct the data distribution by fine-tuning the whole deep
120 architecture globally. Finally, dynamic programming (DP) is uti-
121 lized to maximize the importance of the summary with the length
122 constraint. A novel framework with several new algorithms is pro-
123 posed in the following part.

124 2. Related work on deep learning

125 Different from shallow learning models, deep learning is learn-
126 ing multiple levels of representation and abstraction so as to
127 extract more senses out of data. Besides evidence from neuro-
128 science, theoretical analyses from machine learning also confirmed
129 that deep models are more compact and expressive than shallow
130 models in representing most learning functions, especially highly
131 variable ones. Many empirical validations are also reported to sup-
132 port that deep architectures are promising in solving hard learning
133 problems (Larochelle, Erhan, Courville, Bergstra, & Bengio, 2007).
134 Moreover, theoretical analysis shows that deep architectures are
135 more efficient than shallow circuits such as a typical support vec-
136 tor machine (SVM), because the former can represent most com-
137 mon functions, especially highly-variable learning functions
138 compactly and effectively.
139 However, it is difficult to learn the parameters of deep architec-
140 tures with multiple hidden layers containing trainable weights at
141 all levels. Back propagation, a well-known computationally effi-
142 cient model for multilayer neural networks, also suffers from

143insufficient labeled data, high computational cost, and poor local
144optima when working under a deep model (Hinton, 2007). To
145reduce the difficulty of deep learning, Hinton and Salakhutdinov
146(2006) proposed deep belief network (DBN), i.e. a
147densely-connected, directed belief net with multiple hidden layers.
148DBN partitions the learning procedure to two stages: to abstract
149input information layer by layer and to fine-tune the whole deep
150network to the ultimate learning target (Hinton, Osindero, & Teh,
1512006; Salakhutdinov & Hinton, 2007). The network pairs each
152feed-forward layer with a feed-back layer that attempts to recon-
153struct the input of the layer from the output. Such layer-wise gen-
154erative models are implemented by a family of Restricted
155Boltzmann Machines (RBMs) (Smolensky, 1986). After a greedy
156unsupervised learning to each pair of layers, the lower-level fea-
157tures are progressively combined into more compact high-level
158representations. In the second stage, the whole deep network is
159refined using a contrastive version of the ‘‘wake-sleep’’ algorithm
160via a global gradient-based optimization strategy. Owing to this
161two-stage fast greedy learning, DBN exhibits notable performance
162in dimensionality reduction (Liu, Xu, Tsang, & Luo, 2009) and clas-
163sification (Cao, Yu, Luo, & Huang, 2009) for different applications,
164such as image generation (Dahl, Ranzato, Mohamed, & Hinton,
1652010), and audio event classification (Ballan, Bazzica, Bertini,
166Bimbo, & Serra, 2009).
167The conference version of our work is the first attempt of deep
168learning methods for the query-oriented multi-document summa-
169rization task (Liu, Zhong, & Li, 2012). After we proposed deep learn-
170ing models for document summarization task, more and more
171recent work focused on deep learning based methods. For example,
172Cao, Wei, Dong, Li, and Zhou (2015) introduced a ConvNet model to
173support introspection of the document structure. Their model is
174used to identify and extract task-specific salient sentences from
175documents. Denil, Demiraj, and Freditas (2014) developed a rank-
176ing framework upon Recursive Neural Networks to rank sentences
177for multi-document summarization. It formulates the sentence
178ranking task as a hierarchical regression process, which simultane-
179ously measures the salience of a sentence and its constituents in
180the parsing tree.

1813. Basic idea of proposed model

182Humans do not have difficulty with summarizing documents
183based on given queries. Query-oriented multi-document summa-
184rization, however, has remained a well-known challenge in natural
185language processing in the past fifteen years of extensive research.
186In the evaluation of the summarization tasks in the Document
187Understanding Conference (DUC), the summaries created by
188human peers are much better than those extracted automatically.
189Motivated by this fact, we aimed at designing a proper deep archi-
190tecture and corresponding unsupervised learning algorithms for
191query-oriented multi-document summarization. Latest research
192findings from neuroscience suggest that the deep learning model
193is consistent with the physical structure of human neocortex, evo-
194lution of intelligence, and propagation of information in the human
195neocortex. Thus, it has great potential to provide human-like judg-
196ment using a human-like system in tasks of natural language pro-
197cessing. A discussion of the deep learning model from three aspects
198is presented in the following sections.

199(1) The deep architecture is identical to the multi-layer physical
200structure of the human cerebral cortex. The neocortex,
201which is associated with many cognitive abilities, has a com-
202plex multi-layer hierarchy (Lee & Mumford, 2003). The lam-
203inar structure and a multi-layer illustration of the neocortex
204are shown in Fig. 1. The neocortex can be roughly
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