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Abstract

Systems of equations with max-product composition are considered. It is shown that solving these equations
is closely related with the covering problem, which belongs to the category of NP-hard problems. It is proved
that minimal solutions of equations correspond to irredundant coverings. In terms of the covering problem the
conditions of compatibility of equations, of redundancy of equations, of uniqueness of solution, of uniqueness of
minimal solution are determined. Concepts of essential, non-essential, semi-essential and super-essential variables
are suggested. Ways of simplification of a covering problem and methods of its solving are considered.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The systems of equations with max-product composition arise in the inverse problems for finite fuzzy
sets and relations [1,4–6]. These problems are formulated as matrix equations of the kindX ◦ A = B

or A ◦ X = B, whereX, A andB are matrices whose elements are defined on [0,1], and the symbol ‘◦’
denotes max-product composition, meaning that the elementbij of the composition of matricesX and
A is defined asbij = max{xikakj } [1,6]. Obviously, any matrix equation of this type, being decomposed
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into elementsbij , may be presented as a systemSof equations of the following kind:

x1a11 ∨ · · · ∨ xiai1 ∨ · · · ∨ xmam1 = b1,

· · ·
x1a1j ∨ · · · ∨ xiaij ∨ · · · ∨ xmamj = bj ,

· · ·
x1a1n ∨ · · · ∨ xiain ∨ · · · ∨ xmamn = bn,

wherexi, aij , bj ∈ [0, 1] (1�i�m, 1�j �n), and the symbol of disjunction ‘∨’ denotes the operation
of taking maximum. Letsj denote thejth equation of the systemS. Let us say that variablexi entersinto
equationsj (equationsj containsxi) if aij 
= 0. A solutionof a systemS is a combination of values of
variablesxi , satisfying all its equations. A systemS is compatibleif it has at least one solution.

We consider the complete set of solutions of a systemS and, in particular, the set of all minimal
solutions. Earlier[1,6] it was noted that this problem has a combinatorial character. But what sort of a
combinatorial problem it is, a new or a famous one, and what is its computational complexity have never
been identified. We show that this problem is a well-known covering problem, properly reformulated.

2. Reduction of the equations to the covering problem

Obviously, ifbj = 0 (1�j �n), then the values of all variables, which appear in equationsj , must be
equal to 0. Hence, instead of the systemS, we can consider a simplified systemS′, in which all such
equations, and all variables they contain are eliminated. Any solution of a systemScan be obtained from
a solution of the systemS′ by the addition of zero values of eliminated variables. For simplicity, let us
assume further that such a transformation has been done andbj > 0 for anyj.

If R = (r1, . . . , ri, . . . , rm) is a solution of a systemS, then for each equationsj there exists such a
valueri of some variablexi , thatriaij = bj . Let us say thatri is arealizingvalue forsj in Rand thatsj
is realizedby ri in R.

For a realizing valueri , the equalityri = bj/aij holds (aij 
= 0 if xi enterssj ) and sinceri �1, the
inequalitybj/aij �1 holds as well. Since, by assumption, allbj > 0, all realizing values are positive.

Let us call a variablexi essentialif bj/aij �1 for somej, andnon-essentialotherwise. A non-essential
variablexi cannot have realizing valueri in the solutions, since for any equationsj , containingxi , from
ri �1 andbj/aij > 1 follows riaij < bj . In other words, non-essential variables have no influence on
satisfiability of equations.

So the equations of a systemScan be satisfied only by essential variables. The presence of essential
variables is a necessary condition of compatibility of a systemS. If a systemShas no essential variables,
then it is non-compatible. But if a systemShas essential variables, then it can be both compatible and
non-compatible. The necessary and sufficient conditions of compatibility of a systemSare formulated in
Theorem 2.

Let xi be an essential variable andx̂i = min(bj /aij ) for all equationssj containingxi . Let us namêxi

as thebase valueof xi . Let us say that̂xi belongsto an equationsj (or sj possesseŝxi) if x̂i = bj/aij (i.e.
min(bj /aij ) is achieved onsj ). A base valuêxi can belong to several equations. An equation can possess
base values of several variables. As allbj > 0,all base values are positive.
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