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Abstract

We consider the problem of approximation of an operator by information described byn real characteristics in the
case when this information is fuzzy. We develop the well-known idea of an optimal error method of approximation
for this case. It is a method whose error is the infimum of the errors of all methods for a given problem characterized
by fuzzy numbers in this case. We generalize the concept of central algorithms, which are always optimal error
algorithms and in the crisp case are useful both in practice and in theory. In order to do this we define the centre of an
L-fuzzy subset of a normed space. The introduced concepts allow us to describe optimal methods of approximation
for linear problems using balanced fuzzy information.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

We consider the problem of approximation of an operatorB defined on a setX and taking values in
a normed spaceY . To find an approximation of the exact valueBx, we must know something about the
problem elementx ∈ X. We denote the information ofx by Ax and suppose that this information is
given by an information vectorz (information vectorsz) with n real coordinates. Usually the information
is imprecise; thus there may exist many different information vectorsz, corresponding to one problem
elementx ∈ X. Under such an interpretation it seems natural to consider informationAx as fuzzy, rather
than crisp, i.e. to realize it as anL-fuzzy subset ofRn characterized by a functionAx : Rn → L, where
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the valueAx(z) in a latticeL describes the belongness degree of the information vectorz ∈ Rn to the
setAx. Thus we set that the information is given by an operatorA : X → LRn

called an information
operator. We denote by(A,B) the problem of approximation of an operatorB under the information
given by an operatorA.
By a method (an algorithm) of solution of the problem(A,B)wemean that any operator� : Rn → Y .

For an information vectorz ∈ Rn the value�(z)must approximate the exact value of solutionBx for the
problem elementx corresponding to the information vectorz:

x ∈ X �⇒ z∈̃Ax ∈ LRn �⇒ �(z) ≈ Bx ∈ Y.

For most problems the information operator is not one-to-one and a given information vectorz does not
determine the problem elementx (the solution elementBx) in a unique way. Thus, there may exist many
different problem elements (solution elements) with the same information. Such problems also cannot be
solved exactly. For problems which can be solved only approximately the notion of the error of a method
of approximation plays a fundamental role.
The principal aim of this paper is to generalize for the case of fuzzy information the idea of an optimal

error method of approximation (the method whose error is the infimum of the errors of all methods for a
given problem using information) and the concept of a central algorithm (which is always an optimal error
algorithm and in the crisp case is useful in practice as well as in the general theory). Notice that the error
of a method in this case is characterized by anL-fuzzy real number which is obtained as the supremum of
a certainL-fuzzy set of real numbers. The problem of defining the supremum and the infimum ofL-fuzzy
set of real numbers as well as the supremum and the infimum of a crisp set ofL-fuzzy numbers was
considered in our papers[1,2] devoted to a fuzzy approach to the problems of approximation theory. The
main results of this paper without proofs are given in [3].

2. Preliminaries

2.1. Some concepts and results from the lattice theory

In questions where lattices are involved, our main source of references is [8]. However, for the reader’s
convenience, herewe reproduce some definitions, notation and results whichwill be needed in the sequel.
Let L = (L, �,∧,∨) be a complete lattice.

In particular,2 = {0,1} is the two-point lattice andI = [0,1] is the closed unit interval equipped with the
natural less-or-equal relation. IfA ⊂ L then we denote

∨
A := ∨{� | � ∈ A} and∧A := ∧{� | � ∈ A}.

In particular,
∧

L := 0 and
∨

L := 1 are universal lower and upper bounds ofL, respectively.
We write� < � if ��� and� �= �.
On each complete lattice one can define a new transitive relation> (the so-called “way below relation”)

as follows:

�>� whenever for everyA ⊂ L with ��
∨

A

there exists a finite subsetB ⊂ A such that��
∨

B.

Equivalently,

�>� iff for every directedD ⊂ L s.t. ��
∨

D there existsd ∈ D s.t.��d.
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