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a b s t r a c t

A weighted doubly regularized support vector machine was proposed and its solution path algorithm
was developed. By using both the distance information between classes and within each class, a double-
weighted mechanism was presented, based on which the weighted doubly regularized support vector
machine was proposed. A staircase function between two model parameters along the solution path
direction was proposed, the multiple parameter selection problem was transformed into single
parameter problem and the corresponding solution path algorithm was developed. The proposed
support vector machine can adaptively identify the important genes in groups, thus encouraging an
adaptive grouping effect. The experiment results on leukaemia, colon cancer, lung cancer data sets
demonstrated that the proposed method can effectively select genes and reduce the influence of noise.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Microarray-based-classification of patient samples has attra-
cted much attention in cancer diagnosis and treatment [1,2]. It is
well known that the number of samples generated by the micro-
array technology is less, and each sample contains thousands of
genes, i.e., the number of genes is much larger than the number of
samples. Hence, selecting the genes related to the classification
is an important challenge in microarray classification, besides
achieving good accuracy.

Support vector machine [2–5] and its extensions have been
widely applied to microarray classification and feature selection.
In order to automatically select features in the process of the
classification, lasso [6], 1-norm support vector machine [7] and
sparse logistic regression with Bayesian regularization [8] have
been developed. In order to automatically select genes in the
multi-classification, Student and Fujarewicz proposed a stable
feature selection method for multiclass microarray data [9],
You et al. proposed the feature selection method for multi-class
classification [10]. In order to select genes in groups, elastic net
[11], doubly regularized support vector machine [12] and hybrid

huberized support vector machine [13] have been developed. In
order to encourage an adaptive grouping effect, adaptive huber-
ized support vector machine [14], improved elastic net [15], and
partly adaptive elastic net [16] have been developed. Especially, Xu
et al. proposed L1=2 regularization methods [17,18] by using L1=2
penalty.

Due to the low complexity in parameter selection, the solution
path algorithm has attracted much attention in machine learning
[7,12,13,19–23]. Efron et al. seeked the piecewise linear regular-
ization parameter solution path of lasso by using a linear connec-
tion, which was the least angle regression [19]. Motivated by this
idea, the solution algorithms for the learning machines emerged
[7,12,13,20–23]. Hastie et al. developed the solution path algo-
rithm for the standard support vector machine [20].
Zhu et al. proposed the regularization solution path algorithm
for 1-norm support vector machine [7]. Wang et al. developed
the solution algorithms for doubly regularized support vector
machine [12] and the hybrid huberized support vector machines
[13]. In order to further improve the solving speed, Friedman et al.
developed a fast regularization solution path algorithm (glmnet)
for generalized linear models via coordinate descent [21]. Yuan
et al. improved this glmnet algorithm and applied it to solve L1-
regularized logistic regression [22]. Following the same idea, Yang
et al. developed an efficient algorithm for computing the hybrid
huberized support vector machine and its generalizations [23].

The doubly regularized methods, such as elastic net, doubly
support vector machine and huberized support vector machine,
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can automatically select genes within each group at the same time
of classification. Thus they can be successfully applied to micro-
array classification, handwritten digit recognition and so on.
However, there are two model parameters in these methods. To
develop the solution algorithm, one parameter must be fixed in
advance. Hence, the solution path algorithm is piecewise linear
with respect to single (another) parameter. Moreover, classifica-
tion accuracy can be largely affected by the noise. For the first
problem, Li et al. transformed the multiple parameter selection
problem to single parameter problem along the solution path
direction [14]. For the second problem, Zhang [24] proposed an
evaluation for amplifier performance based on feature double
weighted support vector machine which can improve the para-
meter test precision. Lin and Wang proposed a fuzzy weighted
mechanism for reducing the influence of noise points [25].
Although the fuzzy support vector machine provided a good idea
to deal with noise, this method only considered information
within each class and did not use the information between classes.
In order to deal with these problems, this paper is devoted to
developing the double weighted mechanism by using both the
distance information between classes and within each class. In
addition, a regularization model with partly elastic net penalty is
proposed and its corresponding regularization solution path algo-
rithm is developed.

This paper is organized as follows. Section 2 presents the
preliminary of the problem. The weighted doubly regularized
support vector machine is presented and its corresponding prop-
erties and solution path algorithm are studied in Section 3.
Experimental results obtained on three data sets are provided in
Section 4. Finally, we conclude the paper in Section 5.

2. Problem formulation and preliminaries

Given a training set fðxi; yiÞgni ¼ 1, where the input xi ¼ ðxi1; xi2;…;

xipÞ, xip is the expression levels of p genes of the i-th observation,
and the output yiAfþ1; �1g which represents the class label
corresponding to input xi. For the microarray data, n and p
represent the number of experiments and the number of genes,
respectively. Restricted to the high experiment cost, only a few
(less than one hundred) samples can be obtained with thousands
of genes in one sample. Similar to [14–16], the notations are
defined as follows: y¼ ðy1; y2;…; ynÞT is the response vector and
X ¼ ðxð1Þ; xð2Þ;…; xðpÞÞ is the model matrix, where xðjÞ ¼ ðx1j; x2j;…;

xnjÞT ; j¼ 1;2;…; p, are the predictors. Suppose that the response
vector y is centered and the columns of X are standardized, i.e.,

Xn
i ¼ 1

yi ¼ 0;
1
n

Xn
i ¼ 1

xij ¼ 0;
Xn
i ¼ 1

x2ij ¼ 1: ð1Þ

In order to select genes in groups in the process of classifica-
tion, Zou and Hastie proposed the elastic net [11] by combining
the squared error loss and the elastic net penalty. Applying the
elastic net penalty to hinge loss function, Wang developed the
doubly regularized support vector machine [12]:

min
β0 ;β

Xn
i ¼ 1

½1�yiðβ0þxTi βÞ�þ þλ2
2
‖β‖22þλ1 JβJ1 ð2Þ

where ½1�yiðβ0þxTi βÞ�þ and λ2
2 ‖β‖

2
2þλ1 JβJ1 represent hinge loss

and the elastic net penalty, respectively. Both λ1 and λ2 are non-
negative regularization parameters. Given a new input x, its class
label is predicted by signðβ0þxTβÞ.

As a new regularized method, the doubly regularized support
vector machine has shown great success in many situations due to

the merits of the elastic net penalty. However, there are two model
parameters in this method. To develop the solution algorithm, one
parameter must be fixed in advance. Hence, the solution path
algorithm is piecewise linear with respect to single (another)
parameter. On the other hand, the doubly regularized support
vector machine does not consider the influence of the noise which
often occurs in many cases.

This paper is devoted to the aforementioned problems by
developing new statistical learning model and algorithm. The
following statistical terminologies are needed. True positive (TP)
represents the number of predicted positives that are correct. False
negative (FN) represents the number of predicted negatives that
are incorrect. False positive (FP) represents the number of pre-
dicted positives that are incorrect. True negative (TN) represents
the number of predicted negatives that are correct. According to
[27], we explain the following statistical indicators (TPR, TNR, R,
P and F).

The accuracy at positive class level is regard as true positive
rate (TPR) or sensitivity which measures the proportion of actual
positives which are correctly identified as such, i.e.,

TPR¼ TP
TPþFN

: ð3Þ

The accuracy at negative class level is regarded as true negative
rate (TNR) or specificity which measures the proportion of
negatives which are correctly identified as such, i.e.,

TNR¼ TN
TNþFP

: ð4Þ

Recall is the fraction of relevant instances that are retrieved, i.e.,

R¼ TP
TPþFN

: ð5Þ

Precision is the fraction of retrieved instances that are relevant, i.e.,

P ¼ TP
TPþFP

: ð6Þ

The traditional F-Measure or balanced F-Score is the harmonic
mean of precision and recall, i.e.,

F ¼ PR
PþR

: ð7Þ

There are several reasons that the F-Score can be criticized in
particular circumstances due to its bias as an evaluation metric.
This is also known as the F1 measure, because recall and precision
are evenly weighted.

3. Main results

3.1. Double-weighted mechanism

In order to reduce the influence of noise, Lin and Wang [25]
proposed fuzzy weighted mechanism and developed the fuzzy
support vector machines. Although the fuzzy support vector
machines provided a good idea to deal with noise, this method
only considered information within each class and did not use the
information between classes. In order to effectively reduce the
influence of the noise, in the following we will be devoted to
constructing the double weighted mechanism.

Similar to [25], we construct the first weights by using the
information within class.

Let mþ be the means of class þ1, i.e.,

mþ ¼ 1
lþ

X
yi ¼ þ1

xi; ð8Þ
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