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a b s t r a c t

In this paper, a class of non-autonomous and complex-valued neural networks with time-varying delays
are investigated. Some sufficient conditions to guarantee the boundedness of the networks are derived,
by developing a new integral inequality and applying the properties of spectral radius of nonnegative
matrix. Meanwhile, the framework of the global attracting sets for complex-valued neural networks with
time-varying delays is given out. Finally, the effectiveness of the theoretical analysis is illustrated by
some examples with computer simulation.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, the study of the complex-valued neural networks
(CVNNs for short) is the growing field of research, due to extensive
applications in many engineering areas [1–5], such as information,
electrical engineering, and control engineering. In [3], an optimal
control scheme was proposed based on adaptive dynamic program-
ming (ADP) algorithm for complex-valued systems. In [4], a channel
prediction method was proposed based on the CVNNs, which can
bring about both high flexibility and low generalization error in
channel predictions. In [5], CVNNs were utilized to realize the group-
movement of mobile robots with multiple sensors. For more appli-
cations, readers may refer to [10–15,23,29] and the references therein.

The above-mentioned applications depend largely on the dynamic
behavior of the CVNNs. Therefore, it is important to investigate the
dynamic behavior of the CVNNs. Recently, there are various types of
conditions to guarantee asymptotical stability, exponential stability
and complete stability or multistability for complex-valued neural
networks, which are more different and complicated than real-valued
ones. In [6–8], some sufficient conditions to ensure the existence,
uniqueness and globally asymptotical stability of the equilibrium point
for CVNNs with time-delays were obtained. In [6,9,10], the authors
have studied global activation dynamics of CVNNs and obtained some
new criteria for global exponential stability of the unique equilibrium
pattern. The monostable neural networks guarantee that all the

trajectories converge to one equilibrium point. However, sometimes
the networks may have multi-equilibrium points. Thus, the study of
multistability analysis of CVNNs has received increasing interest.
Boundedness, global attractivity and complete stability are three basic
properties of multistable neural networks that make the each trajec-
tory of the CVNNs converges to the set of the equilibrium points. In
[11–14,24,27,28,30], some of the existing results for multistability
analysis are obtained. To the best of our knowledge, all the CVNNs
concerning the above-mentioned dynamic behavior are autonomous
systems.

In many real physical systems, the equilibrium points sometimes
do not exist, especially in nonlinear and non-autonomous neural
networks with time delays. Therefore, it motivated many
researchers to discuss the attracting sets of neural networks with
time delays. It is known that inequality technique is one of the
critical methods to investigate the attracting sets [14–21,25,26,31].
The inequality in [14,20] is ineffective for studying the global
attracting sets of non-autonomous and complex-valued neural
networks with delays. In [21], Xu derived a new integral inequality
to investigate the dynamic behavior of the integro-differential
equation. In [16,17], Xu et al. studied the attracting sets of non-
autonomous neural networks with delays, by using the integral
inequality in the above-mentioned works.

Motivated by the above discussions, this paper considers the
global attracting sets of a class of non-autonomous and complex-
valued networks with time-varying delays, by establishing new
integral inequalities. Some new sufficient conditions for the existence
of the boundedness and global attracting sets are obtained. The
remainder of this paper is organized as follows. In Section 2, some
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preliminaries including some necessary definitions, hypotheses are
described. The main results are presented in Section 3. In Section 4,
two numerical examples are given to demonstrate the theoretical
results. Finally, the conclusions of this paper are given in Section 5.

Notations: Throughout this paper, the following notations are
used. Let the subscript T denote the matrix transposition. E denotes
unit matrix, R is the set of real numbers and Rþ ¼ ½0; þ1Þ, Rn
denotes the n-dimensional Euclidean space. C is the set of complex
numbers and i represents the imaginary unit. z(t) presents the
complex-valued function, zðtÞ ¼ xðtÞþ iyðtÞ where xðtÞ; yðtÞARn. For
any matrix A, B ARn�n , ArBmeans that each pair of corresponding
elements of A and B satisfies the inequality “r”. Especially, A is
called a nonnegative matrix if AZ0. For square matrix A, A�1

denotes its inverse, and ρðAÞ denotes its spectral radius. CðX;YÞ
denotes the space of continuous mapping from the topological
space X to the topological space Y. Especially, let C9Cðð�1; t0�;RnÞ
with ϕAC is bounded on ð�1; t0�.

For xðtÞACðR;RnÞ, τðtÞACðR;Rþ Þ, we define JxðtÞJ ¼ ðjx1ðtÞj ; jx2
ðtÞj ;…; jxnðtÞj Þ; jxiðtÞjZ 0; JxðtÞJ τðtÞ ¼ ðJx1ðtÞJ τðtÞ; Jx2ðtÞJ τðtÞ;…; J
xnðtÞJ τðtÞÞ; JxiðtÞJ τðtÞ ¼ sup0r sr τðtÞ jxiðt�sÞj ; i¼ 1;2;…;n.

2. Preliminaries

In this paper, we consider the non-autonomous CVNNs with
time-varying delays:

_Z ðtÞ ¼ �AðtÞZðtÞþBðtÞf ðZðtÞÞþDðtÞf ðZðt�τðtÞÞÞþHðtÞ; ð1Þ
where ZðtÞ ¼ ½z1ðtÞ; z2ðtÞ;…; znðtÞ�T ACn is the state vector of the
neural network with n neurons. AðtÞ ¼ diagfa1ðtÞ; a2ðtÞ;…; anðtÞgA
Rn�n with aiðtÞ40 is the self-feedback connection weight matrix.
BðtÞ ¼ ðbijðtÞÞn�nACn�n is the connection weight matrix, DðtÞ ¼
ðdijðtÞÞn�nACn�n is the delay connection weight matrix. HðtÞ ¼
ðh1ðtÞ;h2ðtÞ;…;hnðtÞÞT ACn is the external input vector. τðtÞACðR;
Rþ Þ is the transmission delays, limt-þ1ðt�τðtÞÞ ¼ þ1. f ð�Þ is the
activation function defined by

f ðzÞ ¼maxð0;ReðzÞÞþ imaxð0; ImðzÞÞ;
and f ðZðtÞÞ ¼ ðf ðz1ðtÞÞ; f ðz2ðtÞÞ;…; f ðznðtÞÞÞT ACn. The initial condi-
tions associated with the neural network (1) are given by

ziðsÞ ¼ ϕiðsÞ; �1rsrt0; i¼ 1;2;…;n;

where ReðϕiðsÞÞ and ImðϕiðsÞÞ are continuous on ð�1; t0�. Let xiðtÞ ¼
ReðziðtÞÞ; yiðtÞ ¼ ImðziðtÞÞ; b1ijðtÞ ¼ ReðbijðtÞÞ; b2ijðtÞ ¼ ImðbijðtÞÞ; d1ijðtÞ
¼ ReðdijðtÞÞ; d2ijðtÞ ¼ ImðdijðtÞÞ;h1iðtÞ ¼ ReðhiðtÞÞ;h2iðtÞ ¼ ImðhiðtÞÞ;ϕ1i

ðtÞ ¼ ReðϕiðtÞÞ;ϕ2iðtÞ ¼ ImðϕiðtÞÞ.
Now the non-autonomous CVNNs (1) can be rewritten as

_xiðtÞ ¼ �aiðtÞxiðtÞþ
Xn
j ¼ 1

b1ijðtÞf ðxjðtÞÞ�
Xn
j ¼ 1

b2ijðtÞf ðyjðtÞÞ

þ
Xn
j ¼ 1

d1ijðtÞf ðxjðt�τðtÞÞÞ�
Xn
j ¼ 1

d2ijðtÞf ðyjðt�τðtÞÞÞþh1iðtÞ;

_yiðtÞ ¼ �aiðtÞyiðtÞþ
Xn
j ¼ 1

b2ijðtÞf ðxjðtÞÞþ
Xn
j ¼ 1

b1ijðtÞf ðyjðtÞÞ

þ
Xn
j ¼ 1

d2ijðtÞf ðxjðt�τðtÞÞÞþ
Xn
j ¼ 1

d1ijðtÞf ðyjðt�τðtÞÞÞþh2iðtÞ; ð2Þ

for all i¼ 1;2;…;n. The initial conditions of non-autonomous
CVNNs (2) are given in the following form:

xiðsÞ ¼ ϕ1iðsÞ
yiðsÞ ¼ ϕ2iðsÞ

(
; sAð�1; t0�; i¼ 1;2;…;n:

In the following, we will introduce some definitions and lem-
mas that are necessary.

Definition 1. The non-autonomous CVNNs (1) is said to be
bounded if the real and imaginary parts of its each trajectory are
bounded.

Definition 2. If there exists a compact set S�Cn such that for any
initial value ϕT ACn⧹S , lim supt-þ1dðZT ðtÞ; SÞ ¼ 0, then S is said to
be a globally attracting set of (1), where Cn⧹S is the complement
set of S , dðZT ðtÞ; SÞ denotes the distance of ZT ðtÞ to S in Cn.

This means, if each trajectory ZðtÞ ¼ ðz1ðtÞ; z2ðtÞ;…; znðtÞÞT of
neural network (1) satisfies

lim
t-þ1

supjReðzpðtÞÞjrsRpoþ1;

lim
t-þ1

supj ImðzpðtÞÞjrsIpoþ1;

8><
>:
for p¼ 1;2;…;n, then set

Ω¼ fxpðtÞþ iypðtÞAC : jxpðtÞjrsRp ; jypðtÞjrsIp; p¼ 1;2;…;ng:

is a globally attracting set of neural network (1).

Definition 3 (Xu [21]). f ðt; sÞAUCt means that f ACðRþ � R;Rþ Þ
and for any given α and any ε40 there exist positive numbers μ; T
and ν satisfying
Z t

α
f ðt; sÞ dsrμ;

Z t�T

α
f ðt; sÞ dsrε; 8 tZν:

Especially, f AUCt if f ðt; sÞ ¼ f ðt�sÞ and R þ1
0 f ðuÞ duo1.

Lemma 1 (Berman and Plemmons [22]). If AZ0 and ρðAÞo1, then

(a) ðE�AÞ�1Z0
(b) there is a positive vector zAΩρðAÞ such that ðE�AÞz40.

For convenience, we denote B1ðtÞ ¼ ðjb1ijðtÞj Þn�n;B2ðtÞ ¼ ðjb2ij ðtÞj Þn�n;

D1ðtÞ ¼ ðjd1ijðtÞj Þn�n;D2ðtÞ ¼ ðjd2ijðtÞj Þn�n;H1ðtÞ ¼ ðjh11ðtÞj ; jh12ðtÞj ;
…; jh1nðtÞj ÞT ;H2ðtÞ ¼ ðjh21ðtÞj ; jh22ðtÞj ;…; jh2nðtÞj ÞT . The following
hypotheses are hold to derive the main results.

(A1) 8 tZt0, there exist nonnegative constant matrices γ; γ
and constant vectors κ1Z0; κ2Z0 such thatZ t

t0
e�
R t

s
AðvÞ dvðB1ðsÞþD1ðsÞÞ dsrγ;

Z t

t0
e�
R t

s
AðvÞ dvH1ðsÞ dsrκ1;

Z t

t0
e�
R t

s
AðvÞ dvðB2ðsÞþD2ðsÞÞ dsrγ ;

Z t

t0
e�
R t

s
AðvÞ dvH2ðsÞ dsrκ2: ð3Þ

(A2) ρðγÞo1; γþγZEn.
(A3) ωi9 inf t0 r sr t

R sþθ
s aiðvÞ dv40 for some θ40; i¼ 1;2;

…;n:

3. Main results

In this section, we firstly establish the integral inequality with
delays, then obtain the sufficient conditions to guarantee the
boundedness of the non-autonomous CVNNs (1) by applying the
integral inequality. Finally, the global attracting sets of the net-
work are given out.
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