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a b s t r a c t

Based on the Bayes modal estimate of factor scores in binary latent variable models, this
paper proposes two new limited information estimators for the factor analysis model with
a logistic link function for binary data based on Bernoulli distributions up to the second
and the third order with maximum likelihood estimation and Laplace approximations to
required integrals. These estimators and two existing limited information weighted least
squares estimators are studied empirically. The limited information estimators compare
favorably to full information estimators based on marginal maximum likelihood, MCMC,
and multinomial distribution with a Laplace approximation methodology. Among the
various estimators, Maydeu-Olivares and Joe’s (2005) weighted least squares limited
information estimators implemented with Laplace approximations for probabilities are
shown in a simulation to have the best root mean square errors.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Factor analysis is a very popular and well-developed model for the analysis of continuous data (see e.g., Yanai and
Ichikawa, 2007). While the factor analysis model is equally applicable to binary response data, the development of a reliable
statistical machinery for it has resisted consensus. An ideal class of methods involves the use of full information maximum
likelihood. However, with the inevitable sparseness of data formodels withmany variables and dimensions and the difficult
integrations involved, limited information methods recently have been revived as a serious contender for routine use.

The development of marginal maximum likelihood (MML) estimation of factor loadings provided an important boost to
full information methods (Bock and Aitkin, 1981; Meng and Schilling, 1996). Maximum marginal likelihood estimation is,
however, often complicated because themarginal likelihood includes an intractable integral in the estimation of categorical
data models in factor analysis. Several approaches have been developed to treat this troublesome integral. Numerical
integration is one option, for example, Naylor and Smith (1982) used Gaussian quadrature which leads to the efficient
calculation of posterior densities. In numerical analysis, Gauss–Hermite (G–H) quadrature is an extension of the Gaussian
quadrature method for approximating the value of integrals. A main problem with G–H quadrature is the inaccurate
approximation of integrals.While adaptive G–Hquadrature (Pinheiro and Chao, 2006; Schilling and Bock, 2005) can improve
accuracy, it also is not optimal when the dimensionality of the integral is high because the number of quadrature points can
grow exponentially with the number of latent variables. A second approach involves the use of EM and MCEM algorithms
to fit various latent variable models (Meng and van Dyk, 1998, 1997). They have advantages of numerical stability and
implementation simplicity, but also have two disadvantages. They are often criticized for slow convergence when the
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fraction ofmissing information is large. Also, the computational efficiencies ofMCEMalgorithms (An andBentler, 2012; Chan
andKuk, 1997; Levine andCasella, 2001) rely heavily on the convergence rate of correspondingMCMC samplers. Still another
approach involves Laplace approximation,which uses a large sample normal approximation to the posterior distribution and
is generally very accurate. Applications of this approach can be found in Breslow and Clayton (1993), Lee and Nelder (1996,
2006), Lin and Breslow (1996) and Huber et al. (2004). Laplace approximation maximum likelihood (LAML) estimation has
beenwidely used for integrals in Bayesian inference (Tierney andKadane, 1986). The Laplace approximation is also useful for
approximating the likelihood in various nonlinear random effects models, when the integrals in the likelihood do not have
closed form solutions. Liu and Pierce (1993) showed that Laplace approximation to the marginal likelihood is very accurate.
Yun and Lee (2004) implemented the h-likelihood based Laplace approximation for fixed effects, and compared it to G–H for
binary outcomes. Raudenbush et al. (2000) applied a Laplace approximation to the integral andmaximized the approximate
integrated likelihood via Fisher scoring. On the other hand, Joe (2008) reported that the Laplace approximation is biased
in generalized linear mixed models with binary response variables. Thus, it is not known whether the Laplace method can
be used in binary factor analysis models. This paper reviews LAML in this context (Wu and Bentler, 2012) as well as an
alternative method based on the multinomial distribution, and also utilizes MML and MCMC methods to compare to the
main methods of interest, limited information methods based on the Bernoulli and multinomial distributions.

Limited information methods were developed to avoid the problems of high dimensional normal integrals, as well as to
address the problem that, due to the consequent sparseness of contingency tables, estimation of parameters in amultinomial
distribution framework becomes increasingly difficult as the number of multinomial categories increases (e.g., Agresti,
2002, Section 9.8). Although thesemethods have a long history (e.g., Christoffersson, 1975), in recent yearsMaydeu-Olivares
(Forero and Maydeu-Olivares, 2009; Lee et al., 1995; Maydeu-Olivares, 2001; Maydeu-Olivares and Joe, 2005; Maydeu-
Olivares, 2006) has been themain proponent for the use of limited informationmethods to estimate latent traitmodels based
on univariate and bivariate Bernoulli samplemomentswithweighted least squares. See also (Bartholomew and Knott, 1999;
Christoffersson, 1975). More recently, in a longitudinal modeling framework Fu et al. (2011) have shown that a pairwise
likelihood approach with an EM algorithm and quadrature also can perform comparably to full information methods, but
theydonot compare theirmethod to other limited informationmethods. As far asweknow, outside of their developers, there
has been no systematic evaluation of the proposed limited information weighted least squares estimator. We study these
estimators in factor analysismodelswhere they have not yet been appliedwith Laplace approximations to joint probabilities.
Furthermore, we develop an alternative limited information estimator based on the first and second ordermarginalmoment
maximum likelihood, using marginal moments obtained by mapping between marginal moment and joint probability as
approximated by the Laplace method and an extended likelihood or Bayes model approach to factor scores as estimated by
Newton–Raphson. We compare this new approach to limited information estimation with that of weighted least squares as
well as with full information methods.

In the context of latent trait and factor analysismodels, an important issue is testing the adequacy of any proposedmodel.
Thuswe also report goodness ofmodel fit using limited information by using a quadratic form statistic that is asymptotically
chi-square distributed (Christoffersson, 1975; Maydeu-Olivares and Joe, 2005; Reiser, 1996).

The paper is organized as follows: in Section 2, we introduce a model for factor analysis with binary response data. In
Section 3 we discuss factor score and factor loading estimation. In Section 4, we review limited information test statistics of
model fit. In Section 5 we provide a comparison of estimates of several methods, and report on simulations that study their
performance. Section 6 gives the conclusions.

2. A model for factor analysis

In this sectionwe introduce notation for a factor analysismodelwith a logistic link function for binary response variables.
These observed or manifest variables are denoted by Yi = (yi1, yi2, . . . , yic)T , i = 1, 2, . . . ,N, j = 1, 2, . . . , c . yij is ith

independent response from the jth item, and yij =


1 success
0 others (or: yes vs. no, agree vs. disagree, etc.). A latent structure

model supposes the binary variables are related to a set of k unobservable variables denoted by ηi = (ηi1, ηi2, . . . , ηik)
T ,

where ηi denotes a k × 1 vector of factor scores from ith response. For simplicity of argument, as is usually assumed in
exploratory factor analysis, the latent variables are assumed to follow a multivariate normal distribution with a null mean
vector E(ηi) = 0 and identity covariance matrix cov(ηi) = Ik×k. Letting Λj = (λ1j, λ2j, . . . , λkj)

T be a k × 1 vector and
α = (α1, α2, . . . , αc) be a 1 × c intercept vector, conditioning on the parameters α, Λ and η, the conditional probability of
success is given by

πij = p(yij|αj, ηi, Λj) =
exp(αj + ηT

i Λj)

1 + exp(αj + ηT
i Λj)

. (1)

3. Estimation of factor scores and factor loadings

In standard applications of MML in item response theory (IRT), latent trait scores do not impact estimates of the item
parameters. They are computed once, conditional on estimates of the parameters. In our approach to the factor analysis
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