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Abstract

Generalised Procrustes analysis (GPA) is a method for producing a group average from ro-
tated versions of a set of individual data matrices followed by bi-linear approximation of this
group average for graphical inspection. Partial Least Squares Regression (PLSR) is a method for
relating one data matrix to another data matrix, via bi-linear low-rank regression modelling. The
merger of these methods proposed aims to produce an average (e.g. a sensory group panel aver-
age), which balances an “intersubjective”, internal consensus between the individual assessors’
data against an “objective” external correspondence between the sensory data and other types of
data on the same samples (e.g. design information, chemical or physical measurements or con-
sumer data). Several ways of merging GPA with PLSR are possible, of which one is selected
and applied. The proposed “GP–PLSR” method is compared to a conventional GPA followed
by an independent PLSR, using a data set about milk samples assessed by a group of sensory
judges with respect to a set of sensory descriptor terms, and also characterised by experimental
design information about the samples. The GP–PLSR gave a more design-relevant group average
than traditional GPA. The proposed algorithm was tested under arti;cially increased noise levels.
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1. Introduction

‘Generalised Procrustes-Partial Least Squares Regression’ GP–PLSR, as we coined
it, is a combination of Generalised Procrustes matching of data matrices (GPA; Gower,
1975; Dijksterhuis and Gower, 1991/2) and Partial Least Squares Regression (PLSR;
Wold et al., 1983). The combination is such that the Procrustes rotations inherent in
the GPA are guided by an external data set Y by means of incorporating a PLSR
step in the iterative GPA process. We will denote the, K , individual data sets by Xk ,
k = 1; : : : ; K , and the GPA group average by JX. The goal of our method is to obtain
a group average which is representative of two things:

1. The agreement among the K data sets Xk .
2. The structure in Y as far as it accords with JX.

The above mentioned 1 can be referred to as a ‘democratic process’ leading to a group
average JX which is fairly representing all individual Xk . The second point refers to
side-conditions that also must be taken into account, de;ned by the external data in
Y. It can so happen that an individual data set Xj, j∈ {1; : : : ; K} is oK, with respect
to the other sets k �= j in Xk but in accordance with the external information in Y.
In that case this Xj should get the opportunity to make itself heard. This will be
accomplished through the PLSR relating JX to Y. Analogously, when the majority of
sets Xk , k = 1; : : : ; K , are in strong agreement, they will together mainly shape JX, and
the eKect of the PLSR relating JX to Y should be outweighed by them.

This is only a general description of the ideas behind the method. Below we will
discuss some alternative implementations and some problems connected to the reduction
of the rank of JX through the PLSR.

2. GPA and PLSR methods

2.1. The GPA modelling

The GPA modelling has two stages: The ;rst iterative step de;nes a common group
average JX from all the K individual input data matrices Xk , k = 1; 2; : : : ; K . As part
of this process, the algorithm rotates each of these input data matrices Xk towards the
common group average JX by its estimated rotation matrix Hk . The second GPA step
extracts the principal components from the group average JX and visualises this for
human interpretation.

The GPA algorithm is presented in Fig. 1. It is based on the algorithm given in
Kristof and Wingersky (1971) and in Gower (1975).

Inside the ;rst step’s outer iteration loop there is an inner loop over the K sets.
The heart of the ;rst step in the algorithm is the two-set Procrustes rotation (cf.
SchMonemann, 1966), situated in this inner loop. Each individual set Xk is rotated to
a current version of the group average JX, resulting in K transformation matrices Hk .
These matrices are orthonormal rotation matrices, i.e. H′

kHk = HkH′
k = I, and are
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