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Abstract

A stochastic approximation version of EM for maximum likelihood estimation of a wide class of
nonlinear mixed effects models is proposed. The main advantage of this algorithm is its ability to
provide an estimator close to the MLE in very few iterations. The likelihood of the observations as
well as the Fisher Information matrix can also be estimated by stochastic approximations. Numerical
experiments allow to highlight the very good performances of the proposed method.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The mixed effects models were introduced mainly for modeling responses of individuals
that have the same global behavior with individual variations (see the book ofPinheiro and
Bates (2000)and the many references therein, for example). In fact, we consider that all
the responses follow a common known functional form that depends on unknown effects.
Some of them are fixed (i.e. the same for all the individuals), the others are random, so
they depend on the individuals (or on sub-groups of the population). Then, the model
has two types of parameters: global parameters that correspond to the fixed effects and
parameters which vary among the population that correspond to the random effects. This
kind of observations are usually the result of repeated measurements: some individuals are
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repeatedly observed under different experimental conditions. This approach seems to be
adapted to many situations, particularly in the fields of pharmacokinetic, biological growth,
epidemiology or econometry.
Let us consider here the following general nonlinear mixed effects model:

yij = g(�i,�, xij ) + h(�i,�, xij )εij , 1� i�n, 1�j �mi, (1)

whereyij is thejth observation of theith individual, at some known instantxij . Here,n is
the number of individuals andmi is the number of observations of individuali. The within-
group errors (εij ) are supposed to be i.i.d. Gaussian random variables with mean zero and
unknown variance�2. The model is nonlinear means thatg or h are nonlinear functions of
�i . The random vector�i is modelized by

�i = Ai� + �i with �i∼i.i.d.N(0,�),

where� is an unknown vector of population parameters. The individual matrixAi is sup-
posed to be known.The vector� denotes also unknownpopulation parameters, which do not
appear in the random effect�i .We suppose that theεij and the�i aremutually independent.

Our purpose is to propose a method for computing the maximum likelihood estimate of
the unknown parameter vector� = (�,�,�,�2) and to compare this method with other
existing methods, particularly those based on the maximum likelihood approach.
In the case of a linear model, the estimation of the unknown parameters can be treated

with the usual EM algorithm (Dempster et al., 1977) or with a Newton–Raphson algorithm
(Pinheiro and Bates, 2000). A nonlinear function is often more suitable for modeling the
physical problem, but requires a specific approach for estimating the parameters. Different
methods, based generally on linearization of the log-likelihood, were suggested for dealing
with nonlinear models. A Laplace approximation was proposed by Edward F. Vonesh in
Vonesh (1996), a Bayesian approach was proposed byRacine-Poon (1985), Wakefield et
al. (1994),Wakefield (1996).Walker (1996)uses a Monte-Carlo EM algorithm, whereas a
simulated pseudo maximum likelihood estimator for these specific models is developed by
Concordet and Nunez (2002).
In this paper, we show that the SAEM algorithm (stochastic approximation version of

EM) is very efficient for computing the maximum likelihood estimate of�. This iterative
procedure consists at each iteration, in successively simulating the random effects with the
conditional distribution, and updating the unknown parameters of themodel. This algorithm
was shown to converge under very general conditions byDelyon et al. (1999). When this
algorithm is coupled with a MCMC procedure for the simulation step,Kuhn and Lavielle
(2004)also established the convergence of the algorithm toward the MLE. Furthermore,
the observed likelihood and the Fisher Information matrix can also be estimated by using
also a stochastic approximation procedure. This method has the very nice advantage to
converge very quickly to a neighborhood of the Maximum Likelihood Estimate. Then, only
a few seconds are required for computing a MLE confidence interval, in any of the usual
models used in the practice. The SAEM can be used for estimating homoscedastic models,
but also heteroscedastic models. For the latter, the parameters related to the fixed effects
are estimated in a Bayesian context in term of their expectations. By the way, the SAEM
could also be used in an empirical Bayesian context for estimating the prior distribution of
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