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a b s t r a c t

We introduce a bootstrap procedure to test the hypothesis Ho that K + 1 variances are
homogeneous. The procedure uses a variance-based statistic, and is derived from a normal-
theory test for equality of variances. The test equivalently expressed the hypothesis as
Ho : η = (η1, . . . , ηK+1)

T
= 0, where ηi’s are log contrasts of the population variances.

A box-type acceptance region is constructed to test the hypothesis Ho. Simulation results
indicated that ourmethod is generally superior to the Shoemaker and Levene tests, and the
bootstrapped version of the Levene test in controlling the Type I and Type II errors.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Testing the homogeneity of variances arises in many scientific applications. It is increasingly used now to determine
uniformity in quality control, in biology, in agricultural production systems, and even in the development of educational
methods (see Boos and Brownie, 2004). It is also a prelude to testing the equality of populationmeans such as the analysis of
variance (ANOVA) (see Scheffe, 1959), dose- response modeling or discriminant analysis. The literature for testing equality
of variances is huge and we refer the readers to the comprehensive review of Conover et al. (1981).
More recently, procedures for testing equality of variances that are robust to non-normality have been categorized into

three major approaches. These strategies are based on the following: (1) Kurtosis adjustment of normal-theory tests (Box
and Andersen, 1955; Shoemaker, 2003), (2) Analysis of variance (ANOVA) on scale variables such as the absolute deviations
from the median or mean (Levene, 1960; Brown and Forsythe, 1974), and (3) Resampling methods to obtain p-values for a
given test statistic (Box and Andersen, 1955; Boos and Brownie, 1989). Descriptions of these methods are summarized in
Boos and Brownie (2004).
The main focus of our research is on resampling methods, as they have been shown to improve the Type I and possibly

the Type II error rates (see Boos and Brownie, 1989; Lim and Loh, 1996). More specifically, our goal is to propose a variance-
basedprocedure to test the homoscedasticity of variances for awide variety of distributions. It is also our objective to validate
whether resampling methods improve Type I and Type II error rates. An important attribute of our proposed method is its
ability to control better the Type I and Type II error rates for small sample (both equal and unequal) sizes. Our test uses a
box-type acceptance region rather than a p-valuewhich distinguishes it fromother resamplingmethods. It is solely based on
a variance-based statistic without applying any transformation to the observed data such as smoothing, fractional trimming,
or replacing original observations by the scale or residual estimates. The variance-based procedure is also shown to bemore
sensitive to deviations from the null conditions.
Just like Boos and Brownie (1989), we prefer variance-based procedures as they are more appealing to practitioners,

easier to interpret, and variances are of interest in many areas. We also hope that with constantly improving state-of-
the-art computing machinery, this research will encourage the use of resampling-based tests for equality of variances
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by practitioners, and the integration of these procedures into major statistical software packages. The descriptions of the
bootstrap and non-bootstrap tests for equality of variances are given in Section 2. Section 3 shows the small-to-moderate
sample size performance of the tests. We close the article with a summary and an outline of possible future extensions.

2. Description of tests to be compared

Given K + 1 samples from the populations F{(di − µi)/σi}, i = 1, . . . , K + 1 with equal kurtosis, the ith sample
di1, di2, . . . , dini having size ni, and n = n1 + · · · + nK+1, consider a test of the hypothesis

Ho : σ 21 = σ
2
2 = · · · = σ

2
K+1

against the alternative hypothesis Ha that at least two of the K + 1 variances are unequal. Let s2i denote the sample variance
based on ni observations from the ith sample. We now describe the tests that will be compared.

2.1. Levene’s test L

Levene (1960) first proposed ANOVA on the scale variables eij = |dij − di|, where di is the mean of the ith sample but
Miller (1968) showed that eij is asymptotically correct for asymmetric populations if themedian is used instead of themean.
Brown and Forsythe (1974) formally studied Levene’s method where the median was used instead of the mean to center
the variables. Boos and Brownie (1989) and Lim and Loh (1996) provide more details on the features of Levene’s test.
We consider Levene’s test as it is widely used in practice even if it is not a variance- and resampling-based procedure. It is

also recommended by Conover et al. (1981). Levene’s procedure is a test for equality of means applied to the scale quantities
eij = |dij − µ̃i|, where µ̃i is the median of the ith sample {dij, j = 1, . . . , ni}. The test statistic is

Lts =

K+1∑
i=1
ni(ei· − e··)2/K

K+1∑
i=1

ni∑
j=1
(eij − ei·)2/(n− K + 1)

,

where ei· =
∑ni
j=1 eij/ni and e·· =

∑K+1
i=1

∑ni
j=1 eij/n. We reject the null hypothesisHo if Lts exceeds the 100(1−α)th quantile

FK ,n−K+1(α) of the F-distribution with K and n− K + 1 degrees of freedom.
Some variants of Levene’s test are proposed by O’Brian (1978), Hines and Hines (2000), and Good (2000). But these

modified versions of Levene’s test are still inferior in terms of level and power to its bootstrap version (see Liu, 2006), which
is discussed in Section 1.

2.2. Shoemaker’s test S

We also consider Shoemaker’s test S, which not only provides good insights to our procedure but was the test
recommended by Shoemaker (2003) after comparing its performance with some kurtosis-adjusted normal-theory tests.
The test statistic is

Sts =
K+1∑
i=1

(
ln s2i − ln s2

)2
/v̂ar(ln s2i ),

where ln s2 =
∑K+1
i=1 ln s

2
i /(K + 1), v̂ar(ln s

2
i ) = [µ̂

′

4/σ̂
4
− (hi − 3)/(hi − 1)]/hi, hi is the harmonic mean (K +

1)/
∑K+1
i=1 1/ni, µ̂

′

4 =
∑K+1
i=1

∑ni
j=1(dij − di·)

4/n is the estimator of the fourth moment about the population mean, and
σ̂ 2 =

∑K+1
i=1 (ni − 1)s

2
i /n. He recommended the estimator of an asymptotically equivalent formula, which is v̂ar(ln s

2
i ) =

[µ̂′4/σ̂
4
− (hi − 3)/hi]/(hi − 1), to improve simulation accuracy. The null hypothesis is rejected when Sts exceeds the

100(1− α)th percentile of the chi-square distribution with K degrees of freedom.

2.3. Lim and Loh’s test BL

Lim and Loh (1996) compared several bootstrap and non-bootstrap tests for heterogeneity of variances. A bootstrap
version of Levene’s test was recommended because of its superiority in terms of power and Type I error robustness. The
procedure used the technique of Boos and Brownie (1989), and is given below.
1. Compute the test statistic from the given data dij, i = 1, . . . , K + 1, j = 1, . . . , ni.
2. Initialize l = 0.
3. Compute the residuals eij = dij − µ̂i, i = 1, . . . , K + 1, j = 1, . . . , ni where µ̂i is the median of group i.
4. Draw n data points e∗ij ’s from the pooled residuals R = {dij − µ̂i, i = 1, . . . , K + 1, j = 1, . . . , ni}.
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