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Abstract

The problem of variable selection in neural network regression models with dependent data
is considered. In this framework, a test procedure based on the introduction of a measure for
the variable relevance to the model is discussed. The main di4culty in using this procedure
is related to the asymptotic distribution of the test statistic which is not one of the familiar
tabulated distributions. Moreover, it depends on matrices which are very di4cult to estimate
because of their complex structure. To overcome these analytical issues and to get a consistent
approximation for the sampling distribution of the statistic involved, a subsampling scheme is
proposed. The procedure, which takes explicitly into account the dependence structure of the
data, will be justi7ed from an asymptotic point of view and evaluated in 7nite samples by a
small Monte Carlo study.
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1. Introduction

Over the past decade arti7cial neural networks have become increasingly widely used
in a variety of statistical problems but they are not yet supported by the rich collection
of speci7cation and diagnostic tests usually employed in statistical and econometric
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modelling. In a regression framework, a key issue is variable selection, to avoid omis-
sion of relevant variables or inclusion of irrelevant ones. In addition, when dealing
with dependent data a lag selection procedure is also needed. Due to the black-box
nature of the network, this problem cannot be faced focusing on single weights since
it is di4cult, if not impossible, to interpret them. Testing whether the weights are
signi7cantly diCerent from zero could be misleading since a given approximation ac-
curacy can be obtained with diCerent network topologies. Moreover, this approach can
be inadequate in testing the overall signi7cance of an explanatory variable. Hence, we
focus on statistical procedures based on the introduction of a measure for the variable
relevance to the model, which can be used as a basis for a formal statistical test.

The aim of the paper is twofold. Firstly, we suggest a test procedure to select a
proper set of input variables and we derive its asymptotic distribution by extending
some results available for the iid framework to the case of dependent data. Secondly,
we propose to use a subsampling scheme, which takes explicitly into account the
dependence structure of the data, to get an alternative approximation for the sampling
distribution of the test statistic. The use of a resampling scheme is necessary since
the asymptotic distribution of the test statistic is not one of the familiar tabulated
distributions and it depends on matrices which are di4cult to estimate because of their
complex structure. The proposed subsampling test procedure will be justi7ed from an
asymptotic point of view, by proving its consistency, and evaluated in 7nite samples
by a small Monte Carlo study.

The paper is organized as follows. In Section 2 we describe the structure of the
data generating process and the neural network model employed. In Section 3 we dis-
cuss the relevance measure approach to variable selection in neural network regression
models with dependent data. In Section 4 we derive the asymptotic distribution of a
proper class of test statistics. In Section 5 we introduce a subsampling scheme to get
an approximation for its sampling distribution and we prove a consistency result. In
Section 6 in order to evaluate the performance of the proposed procedure for 7nite sam-
ples, we discuss the results of a small Monte Carlo study. Some concluding remarks
will close the paper.

2. The data generating process and the neural network model

Let {Yt}; t ∈ {1; : : : ; T}, a time series modeled as Yt = g(Xt) + �t , where g(·)
is a continuously diCerentiable function de7ned on a compact subset X of Rd and
Xt = (X1t ; : : : ; Xdt)′ is a vector of d random variables possibly including explanatory
variables, lagged explanatory variables and lagged values of Yt .

We will assume that the following framework holds.

Assumption A (Data generating process). (i) E(�t |Xt) = 0; ∀t.
(ii) Let Zt = {(Yt;X′

t)}′ with Xt bounded and ‖Yt‖p ¡∞ where ‖ · ‖p = (E| · |p)1=p:
Zt is a stationary, 
-mixing sequence on a complete probability space (�;F;P) with

(m) of size −p=(p − 2) p¿ 4.
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