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Abstract

The f-cost of a tree decomposition({Xi | i ∈ I }, T = (I, F )) for a functionf : N → R+ is defined as
∑

i∈I f (|Xi |). This
measure associates with the running time or memory use of some algorithms that use the tree decomposition. In this paper, we
investigate the problem to find tree decompositions of minimumf-cost. A functionf : N → R+ is fast, if for everyi ∈ N:
f (i +1)�2f (i). We show that for fast functionsf, every graphGhas a tree decomposition of minimumf-cost that corresponds
to a minimal triangulation ofG; if f is not fast, this does not hold.We give polynomial time algorithms for the problem, assuming
f is a fast function, for graphs that have a polynomial number of minimal separators, for graphs of treewidth at most two, and
for cographs, and show that the problem is NP-hard for bipartite graphs and for cobipartite graphs. We also discuss results for a
weighted variant of the problem derived of an application from probabilistic networks.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

It is well known that many problems that are intractable on general graphs become linear or polynomial time solvable on
graphs of bounded treewidth. These algorithms often have the following form: first a tree decomposition of small treewidth is
made, and then a dynamic programming algorithm is used, computing a table for each node of the tree. The time to process one
node of the tree is exponential in the size of the associated set of vertices of the graph; thus, when the maximum size of such a
set is bounded by a constant (i.e., the width of the tree decomposition is bounded by a constant), then the algorithm runs in linear
time. However, two different tree decompositions of the same graph with the same width may still give different running times,
e.g., when one has many large vertex sets associated to nodes, while the other has only few large vertex sets associated to nodes.
In several applications, the same tree decompositionwill be used for several successive runs of an algorithm, e.g., with different

data. An important example of such an application is thePROBABILISTIC INFERENCEproblem on probabilistic networks. (This
application will be briefly discussed in Section 8.) Hence, in many cases it makes sense to do more work on finding a good tree
decomposition, and to use a more refined measure on what is a ‘good’ tree decomposition. Apart from extensive studies on the
problem on the notion of treewidth and the notion of ‘fill-in’, more precise measures have been studied mainly in the context of
probabilistic networks (see[22].)
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In this paper, we study a notion that more closely reflects the time needed when using the tree decomposition. Suppose
processing a node of the tree decomposition whose associated set has sizek costsf (k) of some resource (e.g., time or space).
Then, processing a tree decomposition of the form({Xi | i ∈ I }, T = (I, F )) costs

∑
i∈I f (|Xi |). (For precise definitions, see

Section 2.) We call this measure thef-costof the tree decomposition; the treecost of a graphGwith respect tof is the minimum
f-cost of a tree decomposition ofG. In this paper, we investigate the problem of finding tree decompositions of minimumf-cost.
In Section 10 we discuss in more detail how far this notion comes close to precisely measuring the resources needed by the
algorithm.
It appears that it is important whether the functionf satisfies a certain condition which we callfast: a functionf : N → R+

is fast, if for everyk, f (k + 1)�2f (k). Most applications of treewidth in our framework will have functions that are fast (in
particular, many of the classical algorithms using tree decompositions for well-known graph problems have fast cost functions.)
To a tree decomposition we can associate a triangulation (chordal supergraph) of input graphG in a natural way. Now, every
graph has a tree decomposition of minimumf-cost that can be associated with aminimal triangulation, if and only iff is fast.
This will be shown in Section 3. This result will be used in later sections to show that the problem of finding minimumf-cost tree
decompositions can be solved in polynomial time for graphs that have a polynomial number of separators (Section 4), and in
linear time for cographs (Section 5), and for graphs of treewidth at most two (Section 6); assuming in each case thatf is fast and
polynomial time computable. In Section 7, we discuss a conjecture on the relation between triangulations of minimumf-cost and
minimum treewidth, and show that for a fixedk, one can find a triangulation of minimumf-cost among those of treewidth at most
k in polynomial time.A variant of the problems for weighted graphs with an application to probabilistic networks is discussed in
Section 8. In Section 9, we show the unsurprising but unfortunate result that for each fastf, the TREECOSTf problem is NP-hard
for cobipartite graphs and for bipartite graphs. Also, in these cases there is no constant factor approximation algorithm, unless
P = NP. Some final remarks are made in Section 10.

2. Preliminaries

We use the following notations:G= (V ,E) is an undirected and finite graph with vertex setV and the edge setE, assumed to
be without self-loops or parallel edges. Unless otherwise specified,n denotes the number of vertices andm the number of edges
of G. The(open) neighborhoodof a vertexv in a graphG isNG(v) = {u ∈ V : {u, v} ∈ E} and theclosed neighborhoodof v
isNG[v] = NG(v) ∪ {v}. For a vertex setS ⊆ V we denoteNG[S] = ⋃

v∈SN [v] andN(S) = N [S]\S. If G is clear from the
context, we writeN(v), N [v], etc.dG(v) : =|NG(v)| is the degree ofv in G. G − v is the graph, obtained by removingv and
its incident edges fromG.
For a setS ⊆ V of vertices of a graphG = (V ,E) we denote byG[S] the subgraph ofG induced byS. A setW ⊆ V of

vertices is aclique in graphG= (V ,E) if G[W ] is a complete graph, i.e. every pair of vertices fromW induces an edge ofG. A
setW ⊆ V of vertices is amaximal cliquein G = (V ,E), if W is a clique inG andW is not a proper subset of another clique
in G.
A chordof a cycleC is an edge not inC that has both endpoints inC. A chordless cyclein G is a cycle of length more than

three that has no chord. A graphG is chordal if it does not contain a chordless cycle.
A triangulationof a graphG is a graphH on the same vertex set asG that contains all edges ofG and is chordal. Aminimal

triangulation ofG is a triangulationH such that no proper subgraph ofH is a triangulation ofG.

Definition. A tree decompositionof a graphG= (V ,E) is a pair({Xi | i ∈ I }, T = (I, F )), with {Xi | i ∈ I } a family of subsets
of V andT a tree, such that

• ⋃
i∈IXi = V .

• For all {v,w} ∈ E, there is ani ∈ I with v,w ∈ Xi .
• For all i0, i1, i2 ∈ I : if i1 is on the path fromi0 to i2 in T, thenXi0 ∩ Xi2 ⊆ Xi1.

Thewidth of tree decomposition({Xi | i ∈ I }, T = (I, F )) is maxi∈I |Xi | − 1. The treewidth of a graphG is the minimum
width of a tree decomposition ofG.

The following well-known result is due to Gavril[12].

Theorem 1 (Gavril [12] ). Graph G is chordal if and only there is aclique treeof G, i.e. tree decomposition({Xi | i ∈ I }, T =
(I, F )) of G such that for every node i of T there is a maximal cliqueW of G such thatXi = W .

A vertexv ∈ V is simplicial in graphG= (V ,E), if NG(v) is a clique. Every chordal graph on at least two vertices contains
at least two simplicial vertices[11].
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