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Abstract

Grids generally rely on a complex interconnection of Internet Protocol (IP) domains that offer heterogeneous services and
unpredictable performance characteristics, particularly at the local area network/wide area network boundary. The total lack of
end-to-end resource control in IP networks is responsible for performance problems that may affect the whole Grid environment.
An end-to-end service differentiation architecture that controls heterogeneous communication performance is thus needed. We
propose theEquivalent Differentiated Services(EDS) architecture, based on a layer-4 service differentiation solution exploiting
a new layer-3 relative DiffServ model. In this paper, we present theEDSpacket forwarding principles, the router mechanisms
and two adaptive packet marking algorithms. As a proof of concept, we have implemented theEDSarchitecture in Linux and
performed experiments on a transoceanic testbed.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Grid traffic can be decomposed into two categories
of flows: bulk file transfers (e.g., replications of large
databases) and time-sensitive transfers (e.g., real-time
applications or interactive web traffic). However, the
underlying communication infrastructure of these large
scale distributed environments is a complex intercon-
nection of multi-Internet Protocol (IP) domains that
present bottlenecks and changing performance char-
acteristics, particularly at the local area network/wide
area network (LAN/WAN) boundary. Consequently,
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end-to-end flows experience varying latency (due to
queues on network interfaces or traffic loss that can
damage dramatically the end-to-end throughput. The
lack of end to end resource control in IP networks is
responsible for performance problems that may affect
the whole Grid environment.

There are basically two solutions to control and dif-
ferentiate the communication performance[1]: end-
based QoS controlconsists in masking the variability
of network performance by using compensation mech-
anisms in the applications to meet specific QoS objec-
tives; network-based QoS controlconsists in adding
control mechanisms inside the network in order to
avoid performance variation and offer some guarantees
for the transfer.
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The advantages of the first approach are two-fold:
the application monitors the experimented QoS, detects
variation and reacts appropriately; and the network is
not modified. The drawbacks of this approach are three-
fold: in some cases, the adaptation is not sufficient and
the functionality of the application itself may be incor-
rect; the end-to-end applications have to take care of
network details and be network-aware, which makes
their programming and debugging more complex; and
the context-dependent adaptive mechanisms are diffi-
cult to reuse.

Consequently, a large effort to provide QoS sup-
port at the network level has been done during the last
10 years. The advantages of network-based QoS ap-
proaches such as IntServ[2] or DiffServ [3] are two-
fold: the network offers strict or statistical guarantees,
and the application is not modified. The drawbacks are
three-fold: resource reservation and appropriate packet
scheduling mechanisms have to be integrated and con-
figured in routers[4]; the offered guarantees may be
higher than what applications really need, making the
overall architecture unnecessarily complex; and the ap-
proaches face deployment problems as they impose
per-domain resource provisioning, admission control
and interdomain interoperability. The result is that
network-based QoS architectures are not yet widely
and homogeneously deployed in IP networks.

This paper explores an alternate hybrid approach
that offers a solution for end-to-end service differen-
tiation at the transport level. This model is based on
relative service differentiation at the IP level (soft net-
work QoS control) merged with performance adap-
tation at the transport level (end-to-end adaptation).
This model avoids classical IP QoS approach draw-
backs as it does not impose strict performance objec-
tives.Equivalent Differentiated Services, (EDS) relies
on a relative and asymmetric packet level service dif-
ferentiation that allows end-to-end performance adap-
tation.

The rest of this paper is organized as follows. Sec-
tion 2 develops the EDS principle, architecture and
layer-3 mechanisms. Section3 describes a set of adap-
tive packet marking algorithms exploiting the EDS net-
work layer to provide specific layer-4 service differen-
tiation. Section4 analyzes the results obtained in ex-
perimentations in the DataTAG testbed. Section5 in-
vestigates related work. Finally, conclusions and per-
spectives are given in Section6.

2. Equivalent differentiated services

This section presents the EDS model and the layer-3
mechanisms.

2.1. EDS goals and principles

OurEquivalent Differentiated Servicesscheme[5]
has two main goals:

• Improving the best-effort service provided by the
network by adding suitable differentiation mecha-
nisms where congestion occurs. We assume that,
in Grids, the main bottlenecks are located at the
LAN/WAN boundary.

• Enhancing the global performance of a mix of traffic
and not privileging any type of flow.

Best-effort packet forwarding is replaced by a new
service discipline and queue management mechanism
that is able to accelerate or assure packet forwarding
locally. In EDS, unlike DiffServ, no absolute bounded
performance from one end to another is guaranteed by
a continuous concatenation of particular forwarding
treatments called Per Hop Behaviors (PHB). Conse-
quently, theEDSarchitecture avoids the bounded do-
main concept and control plane features such as re-
source reservation and admission control required by
the traditional DiffServ architecture.

To provide predictable end-to-end performance,
transport protocols adapt end-to-end performance to
the specific needs of applications and the actual load
of the network, by allocating appropriate packet code
point, a feature known asadaptive packetmarking. Dif-
ferent types of adaptive packet marking algorithms, in-
tegrated in standard transport protocols, are designed
to fully exploit the network differentiation.

2.2. EDS PHB model

TheEDSscheme provides a range of different but
equivalent packet forwarding classes that make a trade-
off between delay and loss rate for each packet in each
EDSnetwork node. In this model, each class experi-
ences a specific relative and local per-hop behavior,
which includes the differential treatment that an indi-
vidual packet receives. TheEDSPHB model defines an
arbitrary number (N) of equivalent packet forwarding
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