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Abstract

This paper describes the ideas and developments of the project EP-CACHE. Within this project new methods and tools are
developed to improve the analysis and the optimization of programs for cache architectures, especially for SMP clusters. The
tool set comprises the semi-automatic instrumentation of user programs, the monitoring of the cache behavior, the visualization
of the measured data, and optimization techniques for improving the user program for better cache usage.

As current hardware performance counters do not give sufficient user relevant information, new hardware monitors are
designed that provide more detailed information about the cache utilization related to the data structures and code blocks in the
user program. The expense of the hardware and software realization will be assessed to minimize the risk of a real implementation
of the investigated monitors. The usefulness of the hardware monitors is evaluated by a cache simulator.
© 2004 Published by Elsevier B.V.
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1. Introduction

The gap between CPU performance (increasing ap-
proximately by a factor of 1.5 per year) and memory
performance (factor of 1.07 per year) has increased
dramatically and might continue to increase during the
next years. Caches placed between memory and proces-
sor provide the possibility to access data much faster by
duplicating parts of main memory in smaller and faster
memory. But the advantages of the cache are only given
if temporal and spatial data locality is exploited in the
user program. Re-using data in the cache provides tem-
poral locality and can speed up a program by a factor
of 6 to 10 on many computers.

Straight-forward written programs not taking the
cache hierarchy into account achieve only a small frac-
tion of the theoretical peak performance. Tuning the
program for better cache utilization has become an ex-
pensive part of the software development cycle. Fur-
thermore, the modular and extendible design of soft-
ware conflicts directly with the locality needed for the
exploitation of the cache.

Identification and understanding of bottlenecks in a
program due to cache problems is one of the most crit-
ical issues. General information about cache misses is
not very useful as they give the user only the infor-
mation that something goes wrong but not where and
why.

The project EP-CACHE[5] (funded by the German
Federal Ministry of Education and Research, BMBF)
is intended to overcome this problem. By exploiting
hardware monitors and related monitor control tech-
niques the user can gain more useful information about
the cache behavior in his program. Related tools for
monitor controlling, performance visualization and op-
timization provide new and advanced possibilities for
the identification of memory-cache problems and their
elimination. The tools address the analysis and the op-
timization of programs for cache architectures, espe-
cially for SMP clusters.

The rest of the paper is organized as follows. Sec-
tion 2 describes our approach of hardware supported
cache monitoring. The performance analysis outlined
in Section3 uses the VAMPIR tool for visualization of
the monitored data. In Section4 we outline our tools
for optimizing the source program for better cache us-
age. We present first evaluation results in Section5 and
we give a summary in Section6.

2. Monitoring cache behavior

Any technique implementing an efficient cache op-
timization strategy will depend on an accurate observa-
tion of the memory behavior in the target system. Only
this will provide the necessary basis for the determina-
tion of existing bottlenecks.

2.1. A new approach for hardware cache
monitoring

Cache monitoring is available in most micropro-
cessor architectures, but the current approaches are
very restricted in their capabilities. They only al-
low the monitoring of a few (typically 4–8) global
event types and do not provide any means to as-
sociate the observed behavior with the related ad-
dresses causing the events. This severely restricts their
applicability and hence also the potential optimiza-
tion techniques that can be derived from their obser-
vation.

Within this project a new cache monitoring architec-
ture has been designed, which overcomes these limita-
tions and delivers a detailed overview of the complete
memory access behavior of an application in relation
to its virtual address space. The core of this approach
is an associative counter array capable of recording
all events snooped from an arbitrary bus together with
their address information. This work is based on previ-
ous research in the area of hardware DSM monitoring
[9], which has been followed all the way to a corre-
sponding hardware prototype, showing the feasibility
of the discussed approach.

These counters can be used to record specific events
for a specified data and/or instruction address range.
This enables, for example, detailed measurements of
the number of cache misses for a specific data structure
in a specific code region. The event type and the address
ranges can be configured.

Configuration of the counters can also be controlled
by the hardware monitor itself. The address space to
be monitored is partitioned into blocks according to a
given granularity. If an access to an address currently
not covered by a counter leads to a miss, a free counter
is identified or a counter is freed by purging its content
to a monitor buffer. This mode can be used to gener-
ate access histograms with a given granularity for the
specified address range.
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