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In 2000, Babson and Steingrímsson introduced the notion of what is now known as a 
permutation vincular pattern, and based on it they re-defined known Mahonian statistics 
and introduced new ones, proving or conjecturing their Mahonity. These conjectures were 
proved by Foata and Zeilberger in 2001, and by Foata and Randrianarivony in 2006.
In 2010, Burstein refined some of these results by giving a bijection between permutations 
with a fixed value for the major index and those with the same value for STAT, where 
STAT is one of the statistics defined and proved to be Mahonian in the 2000 Babson and 
Steingrímsson’s paper. Several other statistics are preserved as well by Burstein’s bijection.
At the Formal Power Series and Algebraic Combinatorics Conference (FPSAC) in 2010, 
Burstein asked whether his bijection has other interesting properties. In this paper, we not 
only show that Burstein’s bijection preserves the Eulerian statistic ides, but also use this 
fact, along with the bijection itself, to prove Mahonity of the statistic STAT on words we 
introduce in this paper. The words statistic STAT introduced by us here addresses a natural 
question on existence of a Mahonian words analogue of STAT on permutations. While 
proving Mahonity of our STAT on words, we prove a more general joint equidistribution 
result involving two six-tuples of statistics on (dense) words, where Burstein’s bijection 
plays an important role.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In [1], the notion of what is now known as a vincu-
lar pattern1 on permutations was introduced, and it was 
shown that almost all known Mahonian permutation statis-
tics (that is, those statistics that are distributed as INV or 
as MAJ to be defined in Section 2) can be expressed as 
combinations of vincular patterns. The authors of [1] also 
introduced some new vincular pattern-based permutation 
statistics, showing that some of them are Mahonian and 
conjecturing that others are Mahonian as well. These con-
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1 Such patterns are called generalized patterns in [1].

jectures were proved later in [4,5], and recently, alternative 
proofs based on Lehmer code transforms were given in [8].

Three statistics expressed in terms of vincular pattern 
combinations in [1] (namely, MAK, MAD and DEN) are 
known to be Mahonian not only on permutations, but also 
on words (see [3, Theorem 5]); more precisely, for any 
word v , the three statistics are distributed as INV on the 
set of rearrangements of the letters of v .

One of the statistics defined and shown to be Maho-
nian in [1] is STAT. Generalizing a result in [4], Burstein 
[2] shown the equidistribution of STAT and MAJ together 
with other statistics by means of an involution p on the 
set of permutations. At the Formal Power Series and Alge-
braic Combinatorics Conference (FPSAC) in 2010, Burstein 
asked whether p has other interesting properties.

In this paper, we not only show that p preserves the 
Eulerian statistic ides (which is not preserved, e.g. by the 
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bijection � on words [3] mapping MAD to INV), but also 
use this fact, along with p itself, to prove Mahonity of 
the statistic STAT on words introduced in Subsection 2.2
(see relation (3)). The words statistic STAT introduced by 
us in this paper addresses a natural question on existence 
of a Mahonian words analogue of STAT on permutations. 
While proving Mahonity of our STAT on words, we prove 
a more general joint equidistribution result involving two 
six-tuples of statistics on (dense) words, where the bijec-
tion p plays an important role (see Theorems 1 and 2 in 
Section 5).

2. Preliminaries

We denote by [n] the set {1, 2, . . . , n}, by Sn the set of 
permutations of [n], and by [q]n the set of length n words 
over the alphabet [q]. Clearly Sn ⊂ [q]n for q ≥ n > 1. 
A word v in [q]n is said to be dense if each letter in [q]
occurs at least once in v . Dense words are also called 
multi-permutations.

2.1. Statistics

A statistic on [q]n (and thus on Sn) is an association 
of an integer to each word in [q]n . Classical examples of 
statistics are:

INV v = card {(i, j) : 1 ≤ i < j ≤ n, vi > v j},
MAJ v =

∑

1≤i<n
vi>vi+1

i,

des v = card {i : 1 ≤ i < n, vi > vi+1},
where v = v1 v2 . . . vn is a length n word. For example, 
INV(31 425) = 3, MAJ(3 314 452) = 8, and
des(8 416 422) = 4.

For a word v and a letter a in v , other than the largest 
one in v , let us denote by nextv(a) the smallest letter in v
larger than a. With this notation, we define

ides v = card {a : there are i and j,1 ≤ i < j ≤ n, with

vi = nextv(a) and v j = a}.
Clearly, when v is a permutation, ides v is simply des v−1, 
where v−1 is the inverse of v . For example,
ides(144 625) = 2, and the corresponding values for a are 
2 and 5.

For a set of words S , two statistics ST and ST′ have 
the same distribution (or are equidistributed) on S if, for 
any k,

card{v ∈ S : ST v = k} = card{v ∈ S : ST′ v = k},
and it is well-known that INV and MAJ have the same 
distribution on both, the set of permutations and that of 
words.

A multi-statistic is simply a tuple of statistics.

2.2. Vincular patterns

Let 1 ≤ r ≤ q and 1 ≤ m ≤ n, and let v ∈ [r]m be a 
dense word. One says that v occurs as a (classical) pat-
tern in w = w1 w2 · · · wn ∈ [q]n if there is a sequence 
1 ≤ i1 < i2 < · · · < im ≤ n such that wi1 wi2 · · · wim is order-
isomorphic to v . For example, 1231 occurs as a pattern in 
6 214 562, and the three occurrences of it are 2452, 2462
and 2562.

Vincular patterns were introduced in the context of per-
mutations in [1] and they were extensively studied since 
then (see Chapter 7 in [6] for a comprehensive description 
of results on these patterns). Vincular patterns generalize 
classical patterns and they are defined as follows:

• Any pair of two adjacent letters may now be under-
lined, which means that the corresponding letters in 
the permutation must be adjacent.2 For example, the 
pattern 2 1 3 occurs in the permutation 425 163 four 
times, namely, as the subsequences 425, 416, 216 and 
516. Note that, the subsequences 426 and 213 are not
occurrences of the pattern because their last two let-
ters are not adjacent in the permutation.

• If a pattern begins (resp., ends) with a hook3 then its 
occurrence is required to begin (resp., end) with the 
leftmost (resp., rightmost) letter in the permutation. 
For example, there are two occurrences of the pattern 
2 1 3 in the permutation 425 163, which are the subse-
quences 425 and 416.

The notion of a vincular pattern is naturally extended 
to words. For example, in the word 6 214 562, 645 is an 
occurrence of the pattern 3 1 2, and 262 is that of 1 2 1 .

For a set of patterns {p1, p2, . . .} we denote by (p1 +
p2 + . . .) the statistic giving the total number of occur-
rences of the patterns in a permutation. It follows from 
definitions that

MAJ v = (132 + 121 + 231 + 221 + 321 + 21) v. (1)

A vincular pattern of the form u v x , with {u, v, x} =
{1, 2, 3}, is determined by the relative order of u, v and x. 
For example, 2 1 3 is determined by v < u < x, and 3 2 1 by 
x < v < u.

An extension of a vincular pattern u v x , {u, v, x} =
{1, 2, 3}, is the combination of the vincular patterns ob-
tained by replacing an order relation involving u (possibly 
both of them if there are two) by its (their) weak counter-
part. For example,

• the unique extension of 1 3 2 is (1 3 2 + 1 2 1); and
• the three extensions of 2 3 1 are:

(2 3 1 + 1 2 1),
(2 3 1 + 2 2 1), and
(2 3 1 + 1 2 1 + 2 2 1).

2 The original notation for vincular patterns uses dashes: the absence 
of a dash between two letters of a pattern means that these letters are 
adjacent in the permutation.

3 In the original notation the role of hooks was played by square brack-
ets.
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