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Abstract

We consider a model of learning Boolean functions from examples generated by a uniform random walk on
{0, 1}". We give a polynomial time algorithm for learning decision trees and DNF formulas in this model. This is
the first efficient algorithm for learning these classes in a natural passive learning model where the learner has no
influence over the choice of examples used for learning.
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1. Introduction
1.1. Motivation

One of the most notorious open questions in computational learning theory is whether it is possible
to efficiently learn Boolean formulas in disjunctive normal form, or DNF, from random examples. This
guestion was first posed by ValigB8] in his seminal paper which formalized the Probably Approximately
Correct (PAC) model of learning from independent random examples, and has remained stubbornly open
ever since. DNF formulas achieve an attractive balance between expressiveness and clarity: any Boolear
function can be represented by a sufficiently large DNF, yet DNF formulas are easily understood by
humans and seem to be a natural form of knowledge representation.

Provably correct and efficient algorithms for learning DNF from random examples would be a powerful
tool for the design of learning systems, and over the past two decades many researchers have sought suc
algorithms. Despite this intensive effort, the fastest algorithms to date for learning polynomial size DNF
formulas in Valiant’s original PAC model of learning (where the learner receives independent examples

drawn from an arbitrary probability distribution oved, 1)) run in time 2" [26]. Even if we only
consider learning under the uniform distribution, the fastest known algorithms for learning polynomial
size DNF from independent uniform examples run in tiaf&°9 ) [37].

Since learning DNF formulas from random examples seems to be hard, researchers have considerec
alternate models which give more power to the learning algorithm. The most popular of these is the
model oflearning from membership querigs this model the learner has access to a black-box oracle
for the function to be learned and thus can determine the value of the function on any inputs of its choice.
Several polynomial time algorithms have been given for learning in this enhanced model. Kushilevitz and
Mansour28] gave a polynomial time membership query algorithm which can learn any polynomial size
decision tree under the uniform distribution (i.e., the error of the final hypothesis is measured with respect
to the uniform distribution o0, 1}"). Building on the work 0f28], Jacksori20] gave a polynomial time
algorithm for learning polynomial size DNF formulas under the uniform distribution using membership
queries.

While learning from membership queries is interesting in its own right, it represents a significant
departure from traditional “passive” models of learning (such as the PAC model) in which the learn-
ing algorithm has no control over the data which it receives; the assumption that a learning algorithm
can actively make queries is a strong one which may limit the usefulness of membership query learn-
ing algorithms. Thus an important goal is to design efficient algorithms for learning DNF formulas
in natural “passive” learning models. Towards this end, researchers have considered several alterna-
tives to the standard uniform distribution PAC model of learning from independent uniform random
examples. Bshouty and Jacks@ defined a model where the learner can access a uniform quantum
superposition of all labelled examples, and showed that DNF formulas can be efficiently learned in this
framework. More recently Bshouty and Feldm@h showed that DNF can be efficiently learned in a
model called SQP,, which is intermediate in power between standard uniform distribution learning and
uniform distribution learning with membership queries; in this model the learner is allowed to make
statistical queries about the target function under product distributions of the learner’s choosing. While
Bshouty and Feldman showed that this model is strictly weaker than the membership query model,
it is still an “active” learning model since the learner selects the various distributions which will be
used.
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